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Abstract

We present a computer simulation and associated experimental validation of assembly of glial-like support cells into the
interweaving hexagonal lattice that spans the Drosophila pupal eye. This process of cell movements organizes the
ommatidial array into a functional pattern. Unlike earlier simulations that focused on the arrangements of cells within
individual ommatidia, here we examine the local movements that lead to large-scale organization of the emerging eye field.
Simulations based on our experimental observations of cell adhesion, cell death, and cell movement successfully patterned
a tracing of an emerging wild-type pupal eye. Surprisingly, altering cell adhesion had only a mild effect on patterning,
contradicting our previous hypothesis that the patterning was primarily the result of preferential adhesion between IRM-
class surface proteins. Instead, our simulations highlighted the importance of programmed cell death (PCD) as well as a
previously unappreciated variable: the expansion of cells’ apical surface areas, which promoted rearrangement of
neighboring cells. We tested this prediction experimentally by preventing expansion in the apical area of individual cells:
patterning was disrupted in a manner predicted by our simulations. Our work demonstrates the value of combining
computer simulation with in vivo experiments to uncover novel mechanisms that are perpetuated throughout the eye field.
It also demonstrates the utility of the Glazier–Graner–Hogeweg model (GGH) for modeling the links between local cellular
interactions and emergent properties of developing epithelia as well as predicting unanticipated results in vivo.

Citation: Larson DE, Johnson RI, Swat M, Cordero JB, Glazier JA, et al. (2010) Computer Simulation of Cellular Patterning Within the Drosophila Pupal Eye. PLoS
Comput Biol 6(7): e1000841. doi:10.1371/journal.pcbi.1000841

Editor: Andrew D. McCulloch, University of California San Diego, United States of America

Received December 10, 2009; Accepted May 28, 2010; Published July 1, 2010

Copyright: � 2010 Larson et al. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits
unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

Funding: This work was supported by R01 EY1149; DEL was a recipient of an institutional NRSA award 5-T32-EY13360-06. JAG and MS acknowledge support from
NIH grants R01 GM76692 and R01 GM077138 and the College of Arts and Sciences and the Biocomplexity Institute, Indiana University. The funders had no role in
study design, data collection and analysis, decision to publish, or preparation of the manuscript.

Competing Interests: The authors have declared that no competing interests exist.

* E-mail: Ross.Cagan@mssm.edu

. These authors contributed equally to this work.

Introduction

Epithelial patterning, in which cells assume required positions

within emerging epithelia, is essential to the development of all

animals. Such patterning results from local interactions that

correctly localize each cell using limited molecular information.

Simple patterns can employ a single surface factor, often adhesion

molecules such as cadherins [1,2]. Mathematical models and

computer simulations of these processes based on local reduction

of free-energy can replicate experimentally observed cell shapes

within epithelia as diverse as embryonic germ layers and Drosophila

ommatidial patterns [3,4,5,6,7,8]. However, these models do not

address cell placement, which commonly plays a key role in

producing functional tissues for example in the mammalian and

insect retinas [9,10]. Recently, we proposed that multiple adhesion

molecules expressed in precise spatial patterns can generate more

complex patterns via local energy minimization [11]. Such models

self-organize based on a small number of cell and global

properties. However, we did not verify that such forces could

control the arrangement of cells in a complex pattern [11].

The Drosophila eye is a striking example of cell placement, in

which every cell has a stereotyped position. It is a mosaic of

approximately 750 precisely organized ommatidia (Figure 1A). Each

ommatidial core (OC) contains eight photoreceptor neurons and

six glial-like support cells (two primary pigment cells (1us) and four cone

cells (c); Figure 1B) that aggregate in the larval and early pupal eye

anlage. To explore assembly of the cone cell quartet Kafer et al.

used Glazier-Graner-Hogeweg (GGH)-based simulations to model

experimental evidence that, within each OC, cone cells assemble

into precise quartets through homophilic Cadherin-based adhe-

sion and tension in the cells’ actin cortices [3]. Cone cell assembly,

similar to the packing of soap bubbles, is therefore an example of

short-range, surface-energy-driven aggregation of like cells into a

cluster. This local phenomenon demonstrates the ability to utilize

local cell-cell angles as an indication of the local processes that

assemble discrete cell clusters [3,6]. Considering local cell shape

changes leaves open the broader question, however, of how

multiple processes— including the dynamic aspects of cell

adhesion, cell death, cell movement, and cell shape changes—

act in concert to achieve progressive, coordinated patterning

across an epithelium. Here we focus on the emergence of a

complex, interweaving array that organizes the visual field.

After OC assembly, an interweaving hexagonal lattice of

secondary (2u) and tertiary (3u) pigment cells (collectively termed inter-

ommatidial pigment cells, IPCs) and sensory bristles (Figure 1F)

develops that re-organizes the retinal field. Cell re-arrangements
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begin at the tissue’s surface [12] and the lattice eventually extends

the length of the eye field to optically isolate neighboring OCs.

The emergence of this IPC lattice during pupal development

requires regulated cell adhesion, directed cell movement, PCD,

and changes in cell shapes (reviewed in [13,14,15,16]). IPC

patterning provides a useful model for exploring the patterning

mechanisms required to assemble emerging epithelial tissues. This

paper simulates the known parameters that organize cells into a

locally repetitive pattern that connects across an entire tissue, an

aspect of development that has not been previously modeled.

Ordered assembly of the IPC lattice requires members of the

Nephrin superfamily of proteins, which include the heterophilic

type I transmembrane proteins Hibris (Hbs) and Roughest (Rst;

[11,17]). Experimentally, altering the levels of Hbs and Rst in the

developing pupal eye disrupts patterning of the IPC lattice [11].

By analogy with Steinberg’s Differential Adhesion Model of homo-

philic adhesion [1], we proposed a Preferential Adhesion Model of the

assembly of the hexagonal lattice based on heterophilic adhesion

between cells expressing Hibris (1us, cone cells) and Roughest

(neighboring IPCs; [11]). In this model, IPCs reduce their contacts

with each other and enhance their contacts to neighboring 1us to

promote Hbs/Rst binding, reducing their local free energy.

We tested this model using simulations based on the Glazier-

Graner-Hogeweg model (GGH, also known as the Cellular Potts

Model, CPM), a multi-cell methodology that allows for non-

uniform cell shapes. The GGH successfully reproduces much of

the phenomenology of differential adhesion-based cell sorting

[5,18,19]. We show that simulations using this methodology can

replicate the step-wise patterning of ommatidia within the pupal

eye field. Surprisingly, our simulations suggest that preferential

adhesion is not sufficient to position IPCs. As anticipated, the

simulations demonstrated that selective cell death provides

robustness to patterning, in particular the movement of 3us into

their final niche. More surprising, robust simulated patterning

required a previously unappreciated mechanism: steady expan-

sion of the OCs’ surface profiles that effectively ‘crowd’

neighboring IPCs into a proper hexagonal array. Following this

suggestion, we used over-expression of the ubiquitin ligase Smurf

to prevent normal surface expansion of the OCs; neighboring

IPCs failed to pattern properly as our simulations predicted.

Thus, our in silico predictions suggested the importance of

specific mechanisms in development and led to new experiments

that confirmed the importance of these mechanisms, demon-

strating that developmental simulations can predict novel

mechanisms and indicate specific experiments required to assess

them in vivo.

Results

Patterning of the pupal eye
The Drosophila pupal eye is a post-mitotic, pseudo-stratified

epithelium within which every cell eventually achieves a

stereotyped position. OCs assemble fully by the young pupal

stage: photoreceptor neurons and cone cells emerge in the larva,

and the 1us complete each core by enwrapping the cone cells at the

surface by 21–22 hours after puparium formation (APF;

Figure 1D). Ablation studies have demonstrated that the

photoreceptors do not contribute to the surface hexagonal

patterning [20]. Between 21 and 24 hours APF, cell rearrange-

ments and programmed cell death refine the remaining inter-

ommatidial precursor cells (IPCs) to a single row (Figure 1E;

[12,16,21]). By 30 hours APF, further cell rearrangements and

deaths pare the pattern down to a single cell for each side of the

hexagon and a single cell at each vertex (Figure 1F).

Roughly one-third [22] of the cells present at the beginning of

pupal development die via PCD before the eye fully patterns. Cell

division is essentially complete by this stage, so the hexagonal

pattern primarily results from cell rearrangements and deaths.

Developing a GGH-based simulation
Our simple two-dimensional simulation of eye development

implements the free-energy mechanisms proposed previously [11]

using CompuCell3D [23,24], an open-source implementation of

the GGH. We therefore focused on patterning at the apical

surface of the epithelium for two reasons. First, as the pupal eye

develops, cell-cell contacts begin at apical surfaces then extend

basally through the epithelium [12]. Second, most factors

known to initiate patterning are localized to the apical surface

including Notch, EGFR, Hibris, Roughest, Cindr, Pyd, etc.

[11,25,26,27,28].

The GGH is a multi-cell model that has accurately reproduced

cell sorting based on differential cell adhesion [5,18,19]. It

represents each ‘cell’ as a collection of points in a two-dimensional

grid ([29,30]; see Methods). The spatial configuration and physical

properties of these cells determine the ‘energy’ landscape of the

pattern. Cells move by extending and retracting apical extensions,

favoring changes that reduce the local pattern energy. The rate of

these extensions determines the timescale of the simulation,

measured in Monte Carlo Steps (MCS). In our simulations we used

MCS to represent developmental time; we define the relationship

between the two below.

Mechanism 1: multiple (two) cell types
Laser ablation studies demonstrated that the key IPC patterning

interaction is between (i) the cone cells and 1us of the OCs and (ii)

IPCs [20]. In defining IPCs we noted that previous experiments

demonstrated (i) bristles are nonessential for patterning and (ii) 2us
and 3us are molecularly indistinguishable, differing only in their

positions within the hexagonal pattern (Figure 1B; [20][31,32]).

We therefore simulated two cell types: OCs and IPCs. We assessed

patterning accuracy by monitoring the emergence of 2us and,

separately, 3us.

Author Summary

During development, organs are assembled through a
complex combination of cell proliferation, programmed
cell death, cell movements, etc. These aspects of tissue
maturation must be achieved with a limited gene set—to
achieve complexity, tissues utilize patterning mechanisms.
That is, ‘‘rules’’ are used to create heterogeneity in initially
homogeneous cell populations. A large number of genes
and cell biology mechanisms have been uncovered that
mediate this process but we have a limited understanding
of how these factors act together to generate the large-
scale patterns necessary to create a useful organ. Here, we
combine computational modeling with in situ experiments
in the developing Drosophila eye to explore these issues.
Computer modeling is often criticized for describing
known outcomes. We demonstrate how the Glazier–
Graner–Hogeweg model can successfully predict surpris-
ing outcomes contradictory to models that emerged from
our previous studies. We then validated these predictions
in the developing eye. These mechanisms, which include
the importance of dynamic nuclear movements, may
prove generally important in directing cells into their
proper niches as developing epithelia mature.

Modeling Patterning Across an Epithelium
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Figure 1. Patterning the fly eye. (A) Cross-section of an adult eye reveals the precise hexagonal arrangement of ommatidia. The reddish pigment
granules are contained within the interweaving 2u/3u hexagonal lattice. Membranes highlighted with methylene blue. (B–F) Images illustrating
progressive stages of pupal eye development; times are as indicated. (B) The completed pattern. Cell types are false colored for clarity. An ommatidial
core (OC) of cone cells (c) and primary pigment cells (1u) is highlighted in green. Orange highlights the hexagonal lattice of secondary (2u) and tertiary
(3u) pigment cells; bristle groups alternate with 3us at the vertices. (C) At the beginning of pupal patterning, cone cell clusters are arrayed within a
large collection of undifferentiated cells. (D) 1us envelop the cones and isolate them from the rest of the developing eye. Multiple layers of IPCs
remain between developing ommatidia (orange highlights a sample region). (E) Cell rearrangement generates a single layer of cells between
ommatidia (orange). At this stage, the cell number is noticeably reduced and 3us begin to appear (arrows). (F) Further death and rearrangement
generate a single cell (2u) on each side of the hexagon and a single cell (3u) at each vertex. At this stage a few extra cells remain (N). Our simulations
model patterning that occurs between the stages shown in (E) and (F) and further refined to (B). Bars represent 5 mm.
doi:10.1371/journal.pcbi.1000841.g001

Modeling Patterning Across an Epithelium
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Mechanism 2: type-dependent cell-cell adhesion
In the GGH, adhesion takes the form of a boundary energy (J; see

Methods). A higher boundary energy corresponds to weaker cell-cell

adhesion. While absolute values for experimental cell-cell adhesion

strengths are unknown, previous experiments have found stronger

adhesion at OC:IPC contacts than at IPC:IPC contacts [11].

Stronger OC:IPC adhesion prevents contact between neighboring

OCs. A ring of IPCs bounds the eye field. Based on these

observations, we initially assumed a hierarchy of contact energies:

JOC, OC..JOC, Medium..JIPC, Medium.JIPC, IPC$JIPC, OC, where

the ‘Medium’ cell type represented the intracellular space

surrounding the edge of the developing imaginal disc, allowing

tissue expansion. We initially assumed OC:IPC adhesion to be

stronger than IPC:IPC adhesion to prevent OC fusions; we later

tested this assumption as well. Finally, a broad array of values for

OC:OC adhesion were tested and yielded similar results.

Mechanism 3: intrinsic cell motility
Pupal epithelial cells have an intrinsic cytoskeleton-driven

motility that appears in continuous live imaging as jostling—

short range undirected movements— within the pupal eye field

[33]. This motility likely depends on interactions between surface

junction factors and the actin cytoskeleton [34,35]. The GGH

represents this intrinsic motility by the parameter T (see Methods).

A larger T corresponds to higher cell motility in the simulation

[36].

Mechanism 4: programmed cell death (PCD)
Though the mechanisms that direct PCD of specific IPCs are

not fully understood, PCD depends on levels of Rst [14,32,37,38].

In the GGH, we simulate PCD by changing a cell’s target area

(AT) to 0 [39], causing the cell to shrink and disappear.

We implemented a simple PCD rule based on two experimental

observations: (i) 1us are necessary for cell survival (ablation of 1us
leads to PCD of all adjacent IPCs [20]) and (ii) reduction of a cell’s

apical surface area predicts PCD [32]. Regarding the latter,

reduction of the apical profile of emerging IPCs was sufficient to

increase the likelihood of an emerging IPC’s death [11]. In our

simulations, the probability that an IPC ‘died’ via PCD increased

when its contact with OCs became smaller than a threshold length

(L; see Methods), thus mimicking the observed biological behavior.

Experimentally, IPCs in the periphery of the pupal eye do not

undergo PCD in the young pupa [22,40]; we therefore prevented

the IPCs at the edges of simulated eyes from dying regardless of

the extent of their contact with the OCs.

Mechanism 5: apical surface expansion of OC profiles
As the developing pupal eye matures, the apical cell-surface

profile (that is, the cross-sectional area) of the OCs increases

roughly linearly in time due to apical migration of cone and 1u cell

nuclei (Figure 2A, compare Figure 1D, E and F; [41]). In our

experiments, the average area of each OC approximately doubled

between 22:00 and 27:30 hours APF, while the apical area of the

IPCs remained approximately unchanged (Figure 2B). To simulate

this steady increase in apical IPC profiles we observed in situ we

doubled the target area and target perimeter of simulated OCs in a

linear progression (Table S1).

Simulation of wild-type development
We traced micrographs of wild-type eyes at 23:00–24:30 hours

APF (Figure 2C, 2D; see Methods). By this stage 1us have fully

enveloped each ommatidium, the pattern of 2us has advanced but

is not complete, and most 3us have yet to move to the vertices. We

used a representative tracing as the initial condition of our

simulations, then ran for 50,000 MCS. We initially tested several

values for adhesion energies and temperature to establish the

range that yielded patterns closest to experiment (Table S2). The

number of (i) IPCs that established themselves correctly in vertices

as 3us and (ii) single cells that occupied a 2u cell locus provided

straightforward measures of pattern precision. Importantly, all

wild-type patterning was essentially complete by 20,000–30,000

MCS. Thus 10,000 MCS is equivalent to approximately

5.5 hours. We ran simulations to 50,000 MCS to ensure that we

were observing a pattern in equilibrium and to provide additional

steps for simulations employing ‘mutant’ parameters.

To determine values for adhesion, we assumed the hierarchy

described above and tested various values (Table S2) to yield cell

shapes and placement similar to those observed in wild-type

retinae (Table S3). Altering the cell mobility parameter over a

broad range did not affect the positions of cells at the end of our

simulation: 3us formed between 25,T,150, so we selected an

intermediate value of T = 60 for further simulations. By varying

the threshold contact length for induction of PCD over a range of

motilities, we found that L = 16 generated ommatidia with the

proper number of cells with occasional surplus IPCs that were

confined to 2u niches, an observation consistent with the

occasional ectopic 2us observed in mature wild type pupal eyes

(Figure 1F). We delayed PCD until the simulation had run for

10,000 MCS to equilibrate cell sizes and remove any bias in cell

death due to the initial configuration. However, delaying the onset

of PCD did not affect the outcome of the simulations (data not

shown).

Using an adhesion hierarchy in which IPCs adhered more to

OCs (JOC,IPC = 35) than to each other (JIPC,IPC = 55; Table S3)

produced a striking phenocopy of a wild type eye with a single 3u
in most vertices (Figure 3 and Supplemental Video S1). This final

pattern was consistent over multiple runs and reached a steady-

state equilibrium after 50,000 MCS (equivalent to approximately

41 hours APF in the developing pupa). Most patterning was

completed by 30,000 MCS, which corresponds to approximately

30 hours APF, mirroring the time frame of development in vivo.

Simulation of mutations that alter cell death
Having determined parameters that replicated wild-type

development, we next tested the contributions to patterning from

different mechanisms by varying parameters from the wild-type

values. To reduce PCD, we decreased the threshold length of

OC:IPC contact required for survival, resulting in ectopic 2u-like

cells consistently positioned end-to-end (Figure 4A, 4C). Further,

we observed a direct correlation between the number of cells

present in the simulation and (i) the number of single cells

occupying a 2u cell locus (Figure 4C) and (ii) the number of 3us
eventually established (Figure 4D). As cell death was increased

toward normal levels in the simulation the number of successfully

established 2us and 3us increased as well (Figure 4E).

To test these predictions experimentally, we blocked PCD

during pupal eye patterning with the caspase inhibitor DIAP1.

Despite the greater number of IPCs, interommatidial cells still

assembled into an interweaving hexagonal lattice as previously

shown [37,42]. Also as observed in our simulations, ectopic 2us
were found primarily end-to-end in experimental tissue

(Figure 5A–D). PCD inhibition that produced three excess IPCs

within a standardized region (see Methods, Figure 5) led to

occasional misplacement of a single 2u cell and 3u vertex in pupal

eyes. However when the number of IPCs exceeded 22 within this

standardized region—an excess of 10 or more IPCs—we rarely

(0.6%) observed the full complement of three correct 3us and never

Modeling Patterning Across an Epithelium
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observed six correct 2us around an ommatidium. The number of

2us and 3us in vivo was progressively reduced as the number of IPCs

increased: for example, nearly five correctly positioned 2u/3us
were observed in tissue with 15 IPCs per ommatidial region; this

number decreased to less than one 2u/3u in regions with more

than 24 IPCs (Figure 5E). The ability of our model to correctly

predict this relationship provides further validation of our

simulation parameters.

Simulation of preferential adhesion
Our recent work has suggested that the preferential adhesion of

IPCs (expressing Rst) to 1us (expressing Hbs) is a major driving

force in IPC patterning [11]. We assessed this ‘Preferential

Adhesion’ model by simulating altered adhesion. We simulated

three types of adhesion between OCs and IPCs: ‘preferential’

(JOC,IPC,JIPC,IPC), ‘flat’ (JOC,IPC = JIPC,IPC), or ‘anti-preferential’

(JIPC,IPC,JOC,IPC). Remarkably, all three adhesion hierarchies led

to correct or nearly correct assembly of 2us and 3us, though with

decreasing levels of robustness (Figure 6). The reduced adhesion

between IPCs and OCs in the ‘flat’ and ‘anti-preferential’

adhesion simulations led to decreased average IPC:OC contact

length, increased number of cells dying by PCD, and increased

frequency of defects due to missing 2u cells in (Figure 6B and C).

To check whether cell death masked the patterning effects of

differential adhesion, we repeated the different adhesion simula-

tions with a reduced rate of PCD that produced an intermediate

number of 3us. Under these conditions, ‘preferential’ adhesion

resulted in only slightly better patterning than either ‘flat’ or ‘anti-

preferential’ (Supplemental Video S2), as assessed by the number

of correctly located 2us and 3us (Figure 6D, 6E) and the accuracy

of the overall hexagonal patterning.

Our surprising conclusion is that in silico ‘preferential adhesion’

contributes to patterning robustness but that it is not sufficient to

create the hexagonal pattern. We were unable to recapitulate our

different in silico adhesion conditions in vivo, perhaps because

manipulating the levels of Rst and Hbs led to confounding non-

adhesion-related effects potentially due to aberrant signaling

[11,27,28].

Simulation of cell expansion
The failure of PCD plus preferential adhesion to fully account

for patterning within our simulations suggested the importance of

additional mechanisms. In re-assessing our experiments, we

observed that ommatidial apical profiles expanded significantly

as OC nuclei migrated apically throughout the patterning period,

while IPC profiles remained roughly constant (Figures 1C–F, 2B).

Figure 2. Apical OC expansion and initial simulation inputs. (A) TEM of an ommatidium in an 18 hour APF eye. The central photoreceptors
(R), cone (c) and 1u cells are pseudo-colored green. Note that the left 1u nucleus (asterisks) is rising, that on the right (only partially seen) is already
higher resulting in a larger apical profile; the neighboring 2u nuclei are basal, these cells have larger basal footprints. Select 2u cells are pseudo-
colored orange. (B) The OC increases in apical surface area (mm2) over time as measured from live images. The error bars indicate one standard
deviation. (C, D) Example of a 22 hour APF pupal eye stained with an E-cadherin-specific antibody to visualize surface cell boundaries. This image was
traced to provide a starting point for the simulations, which were then run multiple times as noted. The region used in the tracing is false colored as
in Figure 1. Bars represent 10 mm.
doi:10.1371/journal.pcbi.1000841.g002

Modeling Patterning Across an Epithelium
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We therefore explored the contribution of OC surface expansion

to 2u and 3u formation. Blocking OC expansion in silico led to

indiscriminant death of IPCs (data not shown), since IPCs had

very little available OC surface to bind to and thus died according

to our PCD rules. As we discussed above, blocking cell death but

retaining OC expansion permitted the emergence of at least some

2u and 3us (Figure 7A, 7B). Eliminating both OC expansion and

cell death, however, blocked emergence of nearly all 2u and 3u
cells (Figure 4, 7A, 7B and 7D). This result indicates that

expanding OCs play an obligate role in simulated IPC patterning.

If the expanding apical surface area of OCs relative to IPCs

promotes 3u formation in silico, then increasing both OC and IPC

sizes concurrently should inhibit lattice patterning. Having IPCs

slowly double in size over the course of the simulation as OCs grew

(Supplemental Video S3, Table S1) significantly reduced the

number of correctly specified 2u and 3us (Figure 7A, 7B). This

reduction did not appear to result from the slight decrease in cell

death we observed with expanding IPCs (compare Figure 4B to

Figure 7C).

Assessing the importance of cell expansion in the
developing pupal eye

As schematized in Figure 7E, the size of a cell’s apical surface

profile is closely tied to how close its nucleus is to the surface: the

nucleus makes up the large cross-sectional area of the cell (Figure 2A;

[43,44]). To test whether the changing relative sizes of OCs and

IPCs contributes to eye patterning in vivo, we identified a mutant in

which the surface profiles of 1us failed to properly expand. The

smurf/lack locus encodes an ubiquitin ligase with several functions

including degradation of the cytoskeleton regulator Rho1 [43,44].

Expressing ectopic smurf in isolated 1us led to an autonomous

reduction in their apical surface areas (Figure 7F, 7G, 7H). Attempts

to manipulate cell size by modulating insulin signaling or nuclear

positioning by perturbing marbles failed to consistently alter apical

surface areas (data not shown).

As our simulations predicted, reducing the apical surface area of

one or more 1us led to local mis-patterning of the neighboring,

genotypically normal IPC lattice. In 69% of ommatidia with

isolated smurf-expressing 1us, neighboring IPCs patterned incor-

rectly (N = 87). In control GFP-expressing 1us, by comparison, IPC

errors were observed in 3.5% of ommatidia (N = 502, not shown).

Patterning defects included loss of IPCs, mis-patterned 2us, and a

reduction in proper 3us (Figure 7G, 7H). We observed analogous

defects in GGH simulations in which half of the OC was designed

to not expand (Figure 7J, Supplemental Figure S1).

Interestingly, symmetric OC reduction led to milder IPC

patterning defects in our simulations, suggesting that balanced

expansion across the local field is necessary for proper patterning

(Figure 7I). Again consistent with the GGH prediction, expression

Figure 3. Simulation of wild-type development. (A) Image captured at 10,000 MCS exhibited numerous ectopic cells and few 3us (arrows). Cell
death has not yet been initiated. (B) Image from 11,000 MCS. Cell death has been initiated and there are fewer cells and more 3us (arrows). (C) Image
from 25,000 MCS. There are fewer cells and most central ommatidia have cells in the 3u locus (arrows). (D) Image from 50,000 MCS. There are a few
extra 2u-like cells (N) and all central ommatidia show a complete complement of 3us. Asterisk labels the ommatidium shown in inset with 3us colored
red.
doi:10.1371/journal.pcbi.1000841.g003

Modeling Patterning Across an Epithelium
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of smurf in both 1us within an ommatidium had a less severe effect

on patterning (Figure 7F). In addition to further validating GGH

predictions, this result also indicates that the in vivo IPC defects

were not due to unanticipated effects of reduced smurf in 1us.
Together, our data support the view that properly expanding OCs

are a central component of IPC patterning.

Figure 4. Secondary and tertiary formation depends on cell death. (A) Image captured at 50,000 MCS from a simulation of reduced cell
death (L = 12) showed numerous ectopic, end-to-end 2u-like cells (N) and vertices with three cells in the 3u locus (arrows). Asterisk labels an
ommatidium enlarged in inset. (B) Graph showing the decrease in cell number over time for different levels of cell death. L controlled the ‘strength’ of
cell death as described in Results. Cell death was initiated at 10,000 MCS and each line represents the result of a single representative simulation from
at least two repetitions. (C) Graph showing formation of 2us over time for different levels of cell death. Each line represents the result of a single
representative simulation from at least two repetitions. (D) Graph showing formation of 3us over time for different levels of cell death. Each line
represents the result of a single representative simulation from at least two repetitions. (E) Graph showing number of both 2u and 3us at 15,000 MCS
as cell death parameters are changed to increase the total cell number. Each point represents a different cell death parameter in the simulations from
(B), (C) and (D).
doi:10.1371/journal.pcbi.1000841.g004

Modeling Patterning Across an Epithelium
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Figure 5. Inhibiting cell death impeded 2u and 3u formation in vivo. (A–D) Examples of ommatidia from GMR-Gal4/UAS-Diap1 retinae. For cell
counts all IPCs lying within the hexagonal outline as drawn were counted; cells partly within the hexagon were counted as a half-cell. 3us were
defined as contacting three 1us (colored orange); a correctly specified 2u locus was defined as one occupied by only one cell; examples of end-to-end
2u-like cells are labeled with N. Total cell count for each ommatidium is indicated at its center. Our analysis included only ommatidia surrounded by
three correctly positioned bristle groups. Bars represent 10 mm. (E) Graph showing the decrease in 2u (plotted in green) and 3u (black) cell number as
IPC number increased. The total number of ommatidia analyzed (N) per data point plotted is indicated below the y-axis.
doi:10.1371/journal.pcbi.1000841.g005
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Roughest may affect earlier stages
While our simulations suggest that preferential adhesion

contributes to the formation of 2u and 3u cells within the eye, we

also observed that these cells can pattern without preferential

adhesion. This result raises the question as to why rst mutant

phenotypes are stronger than the mild effects generated in our ‘flat’

Figure 6. Adhesion did not affect formation of 2us or 3us in the presence of cell death. All images are final images from 50,000 MCS trials.
(A) In a simulation in which IPCs were more adherent to OCs than to each other, 3us and most 2us emerged correctly at all central ommatidia. Several
ectopic end-to-end 2u-like cells are indicated (N) (B) In a simulation in which OC:IPC and IPC:IPC adhesion was set as identical, 3us still correctly
emerged within all central ommatidia. An increase in cell death resulted in some missing 2us (arrowheads). (C) 3us also emerged within a simulation in
which IPCs were more adherent to each other than to OCs; occasional loss of 3us was observed (arrow). Increased cell death (PCD) resulted in missing
2us (arrowheads). Asterisks label enlarged ommatidia (insets). (D and E) Graphs quantifying how in the presence of reduced cell death (L = 10),
preferential adhesion most efficiently enhanced the ability of 2us (D) and 3us (E) to form. Each line represents the result of a single representative
simulation from at least two repetitions. When OC:IPC adhesion was the same (‘flat adhesion’) or less (‘anti-preferential adhesion’) than IPC:IPC
adhesion 2us and 3us still formed though less efficiently.
doi:10.1371/journal.pcbi.1000841.g006
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(JOC,IPC = JIPC,IPC) adhesive paradigm. If the model’s prediction is

correct regarding adhesion, the rst locus may have activities in

addition to adhesion as proposed for Neph1 (e.g., [45,46,47]) and/or

it may also be required for earlier stages of patterning. To test the

latter prediction, we traced a 20 hr APF genotypically rstCT mutant

eye and used it as the starting point for our standard wild type

simulation. Interestingly and unlike wild type tracings, simulations

using tracings of rstCT eyes as their initial conditions consistently

yielded uniformly incorrect final patterns even after 50,000 MCS

(Figure 7K). Thus, modeling of rst mutant eyes predicts that rst acts

Figure 7. Progressive differences between IPCs and OC surface proportions promoted 2u and 3u formation. (A and B) Graphs showing
formation of 2us (A) and 3us (B) over time for different size ratios between IPC and OC apical surface areas. Cell death was initiated at 10,000 MCS. The
‘wild-type’ curve indicates 2u and 3u formation when OC apical surfaces expanded but IPCs did not expand during progressive MCS. ‘Wild-type,
growing IPCs’ indicates OCs expansion and IPC surface doubling. ‘No Death’ curve indicates expanding OCs with no cell death. ‘No OC Expansion’, No
Death’ curve indicates constant OC surface area (no expansion) and no cell death. (C) A graph indicating the decrease in cell number for the different
simulations. Each line represents the result of a single representative simulation from at least two repetitions. (D) Image capture at 50,000 MCS from a
simulation with no OC expansion nor cell death; the pattern fails to resolve; asterisk labels enlarged ommatidium (inset) (E) Three dimensional
schematic emphasizing how the vertical movement of nuclei (red arrows) expands the 1us’ surface profiles (blue arrows), in turn laterally ‘crowding’
the neighboring IPCs into a hexagonal pattern. (F, G and H) Reducing OC expansion by expressing smurf introduced patterning errors in vivo. Bars
represent 10 mm. (F) Ectopic expression of smurf in paired 1us led to mild patterning defects, primarily in cell number. (G and H; corresponding
tracings in G9 and H9) Reducing growth of single 1us (marked by GFP) reduced the apical surface profile (E-Cadherin shown in magenta); the
neighboring IPC arrangement and 3u cell loci failed to properly resolve. (I and J) Central region of images captured at 0 MCS and 50,000 MCS in
simulations in which (I) the entire central OC indicated in red or (J) only half of the OC was prevented from expanding. Arrowheads indicate defects
also commonly observed in vivo – missing or ectopic cells. (K) Reduced rst activity (rstCT) led to consistently uneven IPC distribution in 20 hr APR eyes;
within this tracing, an example of a rare fused ommatidium is indicated (arrow). Inset: our computer model consistently failed to pattern this rst
tracing even after 50,000 MCS The failure to pattern using the same parameters as our wild type tracing indicates that the 20 hr APF rst eye field must
already show differences with wild type tissue.
doi:10.1371/journal.pcbi.1000841.g007
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prior to 20 hour APF, during stages when adhesion-mediated IPC

movement is not thought to occur. Indeed, visual inspection of

20 hr APF rstCT mutant eyes indicated consistently abnormal OC

spacing (e.g., Figure 7K; data not shown).

Discussion

Generation of a hexagonal lattice of 2us and 3us requires

interactions between two different cell types. Using a relatively

small number of physical mechanisms demonstrated to regulate

patterning in vivo, we produced a cellular configuration that

replicates the precision of the Drosophila IPC lattice in silico. Most

gene mutations alter multiple mechanisms simultaneously, such as

adhesion plus cell death (e.g., rst, pyd; [11,27,28]); our simulations

allowed us to isolate and examine each mechanism separately to

explore its role and importance in patterning. In addition to

supporting the central importance of selective programmed cell

death and its relationship to 1u:IPC contacts, our simulations

highlighted the importance of a previously overlooked mechanism,

challenging our current understanding of how cells organize

within the emerging eye epithelium. It has also caused us to re-

evaluate the role played by rst in IPC patterning. Table S4

compares our simulations with in vivo results.

Although the parameters utilized for proto-2us and proto-3us
were identical our simulations correctly introduced a single cell

into each 3u niche, suggesting that the 3u fate results from cell

sorting within the eye and does not necessarily reflect a distinct

differentiation state. The lack of experimental molecular markers

that distinguish 2us from 3us is consistent with this simulation

result. Further, while blocking PCD experimentally had little effect

on the overall pattern of the lattice [14,32,37,38], our simulations

suggested that PCD is a major driving force behind establishment

of 3us. In our simulations, the number of 3u errors was directly

proportional to the number of ectopic IPCs. We confirmed the

accuracy of these predictions by reducing PCD experimentally

during patterning of the pupal eye (Figure 5).

Our simulations also indicated the importance of a novel

patterning component: the progressive increase in the OC:IPC

apical surface profile ratio. A role for this process in eye patterning

has been neither previously suggested nor explored. Our results

suggest that expansion of the ommatidial array helps generate a

hexagonal pattern by ‘crowding’ IPCs into elongate shapes that

encourage proper cell death and correct 2u and 3u formation

(Figure 7E). Our model predicts that asymmetric changes in 1us
will alter this pattern while symmetric changes will exhibit milder

effects (Figure 7I, 7J). We have validated this prediction

experimentally (Figure 7F, 7G, 7H).

Nuclear movements are commonly tightly coordinated during

tissue maturation. For example, during emergence of the

developing brain, nuclei move in a coordinated fashion (‘nucleo-

kinesis’) that both indicates and is perhaps necessary for

progressive cell specification, cell cycle, and stratification (e.g.,

[48,49,50,51,52]). Work in cultured neurons suggests this process

requires dynamic interactions between components of the

cytoskeleton, the nucleus, and cell adhesion during neuronal

movement (e.g., [52,53,54,55]). These dynamic nuclear move-

ments can lead to dramatic changes in cell shape: in many

columnar epithelia including the developing Drosophila eye, the

nucleus occupies the cell’s region of greatest cross-sectional area

and its movement can strongly distort the local environment.

When harnessed in the fly pupal eye, this distortion provides

necessary patterning information.

While the role of nuclear movements in cell fate specification

and movements is only beginning to be appreciated, our results

suggest that the resulting changes in cell packing—for example

apical surface area—can strongly influence precise cell placement.

We speculate that this mechanism is commonly employed in other

emerging epithelia as well.

Methods

The Glazier-Graner-Hogeweg model
In the Glazier-Graner-Hogeweg (GGH) model used for our

simulations [5,18,19], each cell exists as a group of points on an

underlying lattice (for our simulation code and configuration files

see Protocol S1). Exchanging lattice sites between adjacent cells at

their boundaries randomly perturbs the shape and location of the

cells. The probability that a proposed exchange occurs depends on

its effect on the energy of the lattice, as determined by an energy

function H. If a copy reduces the energy, we accept it with

probability 1. Otherwise, we accept it with probability e2DH/T,

where T, represents the intrinsic motility of the cells [5,18,19].

Each potential exchange is analyzed in a random order, with one

exchange attempt for each lattice site defining the simulation’s unit

of time, a Monte Carlo Step (MCS) [5,18,19], here equivalent to

about 2 seconds.

Each cell possesses a cell type, t, which determines its physical

properties and the contribution the cell makes to the overall

energy of the lattice. Our simulations include energies due to cell

adhesion and cell-area and cell-perimeter constraints.

Adhesion provides a mechanism for building complex struc-

tures, as well as for holding them together once they have formed.

To represent variations in energy due to adhesion between cells of

different types, we define a boundary energy that depends on

J t sð Þ,t s’ð Þ½ �, the boundary energy per unit length between two cells

(s,s’) of given types (t sð Þ,t s’ð Þ) at a link (the interface between two

neighboring lattice sites):

Hboundary~
X

~ii,~jj neighbors

J t s ~ii
� �� �

,t s ~jj
� �� �� �

1{d s ~ii
� �

,s ~jj
� �� �� �

,ð1Þ

where the sum is over all neighboring pairs of lattice sites~ii and~jj
(the neighbor range may be greater than one lattice site), and the

boundary-energy coefficients are symmetric,

J t sð Þ,t s’ð Þ½ �~J t s’ð Þ,t sð Þ½ �, ð2Þ

Table S3 lists the contact energies in our simulations.

To restrict variation of cell area we use an area constraint, of the

following form:

Harea~
X

s

larea sð Þ a sð Þ{At sð Þ½ �2, ð3Þ

where for cell s, larea sð Þ denotes the inverse compressibility of the

cell, a sð Þ is the number of lattice sites in the cell (its area), and

At sð Þ is the cell’s target area. This constraint defines

P:{2larea a sð Þ{At sð Þ½ � as the pressure inside the cell, that is,

the susceptibility to grow or shrink in subsequent steps. A cell with

avAt has a positive internal pressure and thus grows, while a cell

with awAt has a negative internal pressure and thus shrinks.

Since the experimental cells have nearly fixed amounts of cell

membrane, we use a surface-area constraint of form:

Hperim~
X

s

lperim sð Þ p sð Þ{Pt sð Þ½ �2, ð4Þ
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where p sð Þ is the surface area of cell s, Pt sð Þ is its target

perimeter. lperim sð Þ is its inverse membrane compressibility.

Adding the boundary energy and area constraint terms together

(Equations (1), (3) and (4), we obtain the basic GGH effective energy:

HGGH~HboundaryzHareazHperimeter

~
X

~ii,~jj neighbors

J t s ~ii
� �� �

,t s ~jj
� �� �� �

1{d s ~ii
� �

,s ~jj
� �� �� �

z
X

s

larea sð Þ a sð Þ{At sð Þ½ �2z
X

s

lperim sð Þ p sð Þ{Pt sð Þ½ �2:

ð5Þ

These equations are the 2D form of the canonical GGH

equations [24]. The implementation of the GGH that we used for

our simulations supports both 3D and 2D forms and detects which

to use appropriately [24]. Table S5 lists the area and perimeter

constraints used for our simulations. These constraints were

selected to ensure that OCs maintained a roughly circular shape as

observed in vivo [33] and allow minimal constraints on the shape of

the IPCs.

We simulate cell death by setting At sð Þ to 0 [39]. We used the

open-source program, CompuCell3D, to implement the GGH

(www.compucell3d.org).

Implementation of apical surface expansion
CompuCell3D leaves implementation of dynamic properties of

cells (e.g. cell growth rate, cell death rate, etc.) to the user. Our

simulations implemented apical surface expansion as a CompuCell

steppable, a callable software module executed a fixed number of

times per MCS. In our implementation, we incremented the target

area and/or target perimeter of cells of specific cell types by a

defined amount until the target area reached a maximum. Table

S1 lists the expansion parameters in our simulations.

Creation of initialization files
Our goal was to determine the parameters necessary to obtain

stable 3us. In vivo, beginning at 23:00–24:00 hours APF, the IPCs

of the eye reorganize so that each IPC touches at least two 1us
[11,12,16]. Since we were unsure if this event created a

configuration necessary and sufficient for 3u formation or merely

increased the number of 1us contacted by each IPC, we created

our initial simulation configuration by tracing micrographs of

dissected pupal eyes staged between 23:00–24:30 APF and stained

with antibodies recognizing an adherens-junction marker

(Figure 2B and C). A custom program was used to convert

tracings into a CompuCell3D-readable format. While we traced

several eyes, we used a single representative tracing as the

initialization file for each simulation in this study.

Cell death
IPC cells die with a probability determined by their contact

length (in lattice units) with neighboring OCs. If the contact area is

greater than a threshold length (L), P(Death) = 0, otherwise:

P Deathð Þ~min 1{

P
OC contacted

CSOC

L
lDeath,PMAX Deathð Þ

0
@

1
A,ð6Þ

where CSOC denotes the contact length between an IPC cell and

its OC neighbors, lDeath scales this dependency and PMAX(Death)

is the maximum probability an IPC cell will die per MCS. We

evaluated each IPC cell for PCD once after each MCS and cells

which died had their target area set to 0. All simulations used

lDeath = 1.2 and PMAX(Death) = 0.01.

Cell measurements
We measured average OC and IPC sizes from images of live

wild type retinae (GMR-Gal4/UAS-aCatenin-GFP) acquired as

described in [33]. We outlined cells by hand and measured and

recorded the area encompassing the cell using ImageJ (NIH). For

each relevant case we measured at least 22 different OCs and 48

different IPCs.

Scoring of simulations
To keep track of patterning in our simulations, we plotted the

total number of cells, the number of 2u and 3u cells and the

average area and perimeter for each cell type at 500 MCS

intervals. We scored as 3us all cells of type IPC that contacted

exactly three OCs. We scored as 2us all cells of type IPC that

contacted exactly two OCs and two 3us.

Videos
We assembled videos from individual PNG files using the

Mencoder program, part of the MPlayer software package (www.

mplayerhq.hu) and converted them to MPEG format using ffmpeg

(ffmpeg.mplayerhq.hu/).

Generation and scoring of GMRGal4/UAS-DIAP1 eyes
To count the number of IPCs in the lattice surrounding a single

ommatidium, we connected the centers of the surrounding six

ommatidia to form an hexagonal outline on micrographs of

dissected pupal eyes (Figure 5) staged to 41:00 hours APF at 25uC
and stained with antibodies to DE-Cadherin (DSHB) as described

in [27]. We counted cells within each hexagonal outline,

arbitrarily scoring any cell that traversed the outline boundary

as half a cell. To exclude any potential affects that bristle groups

have on PCD [32] we analyzed only ommatidia with 3 correctly-

positioned bristle groupings. We scored as 3us all IPCs that

contacted exactly three 1us. We scored a total of 479 ommatidia

and plotted the average number of 3us per ommatidium.

Generation of smurf over-expression clones
We heat shocked hs-Flp; act.y.Gal4, UAS-GFP/+; UAS-smurf/+

pupae at 37uC for 20–30 min at 18:00–20:00 hr APF and

dissected them at 40:00–42:00 hr APF. We used antibodies to

Armadillo (N2 7A1, DSHB) to visualize adherens junctions as

previously described [56].

Transmission electron microscopy
We dissected wild type Canton S pupal eyes at 18:00 hr APF,

incubated them in a glutaraldehyde/potassium permanganate fix

and processed and imaged them as described previously [12].

Supporting Information

Protocol S1 Simulation code and configuration files.

Found at: doi:10.1371/journal.pcbi.1000841.s001 (0.96 MB ZIP)

Figure S1 Progressive differences between IPCs and OC surface

proportions promoted 3u formation. Images captured at (A) 0

MCS and (A9) 50,000 MCS from a simulation with no expansion

of half of the central OC, illustrated in red. The orange half of this

OC was allowed to expand normally. The pattern fails to resolve

correctly in IPCs surrounding this ommatidium (arrows in inset).

Images captured at (B) 0 MCS and (B9) 50,000 MCS from a

simulation with no expansion of the central OC, illustrated in red.
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The pattern fails to resolve correctly in IPCs surrounding this

ommatidium (arrows in inset).

Found at: doi:10.1371/journal.pcbi.1000841.s002 (6.44 MB TIF)

Table S1 Cell expansion parameters. Parameters used to

expand the ommatidial cores over time. There is no constraint

on IPC perimeter in order to allow IPCs to adopt polygonal

shapes. In contrast, the OC is highly constrained to maintain a

roughly circular shape. The target areas and perimeters are

incremented as indicated and spaced by simulation time shown in

the DMCS column.

Found at: doi:10.1371/journal.pcbi.1000841.s003 (0.04 MB

DOC)

Table S2 Parameters explored for model fitting. The number of

potential parameter combinations was too large to explore

exhaustively: we initially assumed a hierarchy of contact energies:

JOC, OC..JOC, Medium..JIPC, Medium.JIPC, IPC$JIPC, OC and

conducted sweeps of parameters outside the initial numbers to

determine the range within which we observed patterning that

mimicked a wild-type retina.

Found at: doi:10.1371/journal.pcbi.1000841.s004 (0.05 MB

DOC)

Table S3 Values for adhesions used in the simulations.

Parameters used for the different adhesion configurations. Lower

values indicate greater adhesion between cell types. OC:OC values

were chosen to be large since OCs do not touch under wild-type

conditions.

Found at: doi:10.1371/journal.pcbi.1000841.s005 (0.04 MB

DOC)

Table S4 Summary of simulation and in vivo results. Wild type

is indicated by +++. Progressively more severe defects based on

visual criteria are indicated by ++, +, 2, 22, and 222. ND

indicates that the equivalent biological experiments have not been

performed. Asterisks (**) indicate in vivo experiments reported in

this paper.

Found at: doi:10.1371/journal.pcbi.1000841.s006 (0.05 MB

DOC)

Table S5 Initial cell area and perimeter constraints. Initial

parameters used in simulations for cell perimeter and area of the

two cell types. These are later modified over time, unless explicitly

stated otherwise, as indicated in Table S1.

Found at: doi:10.1371/journal.pcbi.1000841.s007 (0.04 MB

DOC)

Video S1 Movie of a wild type simulation. This simulation was

run over 50,000 MCS using optimized parameters. IPCs adhere to

OCs with greater strength than to each other. The apical surface

of the OCs expands and cell death begins at 10,000 MCS.

Found at: doi:10.1371/journal.pcbi.1000841.s008 (5.86 MB

MPG)

Video S2 Movie of a simulation of anti-preferential adhesion

and reduced death (L = 10) run over 50,000 MCS. Cell death

began at 10,000 MCS.

Found at: doi:10.1371/journal.pcbi.1000841.s009 (5.97 MB

MPG)

Video S3 Movie of a simulation with standard cell death

conditions and expanding IPCs run over 50,000 MCS. In this

simulation the IPCs increased in area along with the OCs. The

tissue increases in size to the point that it wraps around the outer

‘medium’ due to the periodic boundary conditions in the

simulation.

Found at: doi:10.1371/journal.pcbi.1000841.s010 (6.38 MB

MPG)
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We thank Richard Carthew, Jös Käfer, Kenji Shimada, Sujin Bao and

Midori Seppa for especially helpful discussion and the Bloomington and

Kyoto Stock Centers and X.-H. Feng for reagents.

Author Contributions

Conceived and designed the experiments: DEL RIJ MS JBC JAG RLC.

Performed the experiments: DEL RIJ JBC. Analyzed the data: DEL RIJ

MS JAG RLC. Contributed reagents/materials/analysis tools: MS JAG.

Wrote the paper: DEL RIJ MS JBC JAG RLC.

References

1. Steinberg MS (1963) Reconstruction of tissues by dissociated cells. Some
morphogenetic tissue movements and the sorting out of embryonic cells may

have a common explanation. Science 141: 401–408.

2. Foty RA, Pfleger CM, Forgacs G, Steinberg MS (1996) Surface tensions of
embryonic tissues predict their mutual envelopment behavior. Development

122: 1611–1620.

3. Kafer J, Hayashi T, Maree AF, Carthew RW, Graner F (2007) Cell adhesion
and cortex contractility determine cell patterning in the Drosophila retina. Proc

Natl Acad Sci U S A 104: 18549–18554.

4. Hilgenfeldt S, Erisken S, Carthew RW (2008) Physical modeling of cell

geometric order in an epithelial tissue. Proc Natl Acad Sci U S A 105: 907–911.

5. Glazier JA, Graner F (1993) Simulation of the differential adhesion driven
rearrangement of biological cells. Phys Rev E Stat Phys Plasmas Fluids Relat

Interdiscip Topics 47: 2128–2154.

6. Hayashi T, Carthew RW (2004) Surface mechanics mediate pattern formation
in the developing retina. Nature 431: 647–652.

7. Farhadifar R, Roper JC, Aigouy B, Eaton S, Julicher F (2007) The influence of

cell mechanics, cell-cell interactions, and proliferation on epithelial packing.
Curr Biol 17: 2095–2104.

8. Patel AB, Gibson WT, Gibson MC, Nagpal R (2009) Modeling and inferring

cleavage patterns in proliferating epithelia. PLoS Comput Biol 5: e1000412.

9. Land MF (1997) Visual acuity in insects. Annu Rev Entomol 42: 147–177.

10. Novelli E, Resta V, Galli-Resta L (2005) Mechanisms controlling the formation

of retinal mosaics. Prog Brain Res 147: 141–153.

11. Bao S, Cagan R (2005) Preferential adhesion mediated by Hibris and Roughest
regulates morphogenesis and patterning in the Drosophila eye. Dev Cell 8:

925–935.

12. Cagan RL, Ready DF (1989) The emergence of order in the Drosophila pupal
retina. Dev Biol 136: 346–362.

13. Carthew RW (2007) Pattern formation in the Drosophila eye. Curr Opin Genet

Dev 17: 309–313.

14. Brachmann CB, Cagan RL (2003) Patterning the fly eye: the role of apoptosis.
Trends Genet 19: 91–96.

15. Cagan R (1993) Cell fate specification in the developing Drosophila retina. Dev
Suppl. pp 19–28.

16. Wolff T, Ready DF (1993) Pattern formation in the Drosophila retina. The

Development of Drosophila melanogaster, edited by M Bate and AM Arias Cold

Spring Harbor Laboratory Press, Cold Spring Harbor. pp 1277–1325.

17. Reiter C, Schimansky T, Nie Z, Fischbach KF (1996) Reorganization of
membrane contacts prior to apoptosis in the Drosophila retina: the role of the

IrreC-rst protein. Development 122: 1931–1940.

18. Graner F, Glazier JA (1992) Simulation of biological cell sorting using a two-

dimensional extended Potts model. Phys Rev Lett 69: 2013–2016.

19. Savill NJ, Hogeweg P (1997) Modelling Morphogenesis: From Single Cells to

Crawling Slugs. Journal of Theoretical Biology 184: 229–235.

20. Miller DT, Cagan RL (1998) Local induction of patterning and programmed
cell death in the developing Drosophila retina. Development 125: 2327–

2335.

21. Cordero J, Jassim O, Bao S, Cagan R (2004) A role for wingless in an early pupal

cell death event that contributes to patterning the Drosophila eye. Mech Dev
121: 1523–1530.

22. Wolff T, Ready DF (1991) Cell death in normal and rough eye mutants of
Drosophila. Development 113: 825–839.

23. Izaguirre JA, Chaturvedi R, Huang C, Cickovski T, Coffland J, et al. (2004)
CompuCell, a multi-model framework for simulation of morphogenesis.

Bioinformatics 20: 1129–1137.

24. Swat MH, Hester SD, Balter AI, Heiland RW, Zaitlen BL, et al. (2009) Multicell

simulations of development and disease using the CompuCell3D simulation
environment. Methods Mol Biol 500: 361–428.

25. Lesokhin AM, Yu SY, Katz J, Baker NE (1999) Several levels of EGF receptor

signaling during photoreceptor specification in wild-type, Ellipse, and null

mutant Drosophila. Dev Biol 205: 129–144.

Modeling Patterning Across an Epithelium

PLoS Computational Biology | www.ploscompbiol.org 13 July 2010 | Volume 6 | Issue 7 | e1000841



26. Fehon RG, Johansen K, Rebay I, Artavanis-Tsakonas S (1991) Complex cellular

and subcellular regulation of notch expression during embryonic and imaginal
development of Drosophila: implications for notch function. J Cell Biol 113:

657–669.

27. Johnson RI, Seppa MJ, Cagan RL (2008) The Drosophila CD2AP/CIN85
orthologue Cindr regulates junctions and cytoskeleton dynamics during tissue

patterning. J Cell Biol 180: 1191–1204.
28. Seppa MJ, Johnson RI, Bao S, Cagan RL (2008) Polychaetoid controls

patterning by modulating adhesion in the Drosophila pupal retina. Dev Biol 318:

1–16.
29. Cipra BA (1987) An Introduction to the Ising Model. The American

Mathematical Monthly 94: 937–959.
30. Metropolis N, Rosenbluth A, Rosenbluth MN, Teller AH, Teller E (1953)

Equation of state calculations by fast computing machines. Journal of Chemical
Physics 21: 1087–1092.

31. Cadigan KM, Nusse R (1996) wingless signaling in the Drosophila eye and

embryonic epidermis. Development 122: 2801–2812.
32. Monserrate JP, Brachmann CB (2007) Identification of the death zone: a

spatially restricted region for programmed cell death that sculpts the fly eye. Cell
Death Differ 14: 209–217.

33. Larson DE, Liberman Z, Cagan RL (2008) Cellular behavior in the developing

Drosophila pupal retina. Mech Dev 125: 223–232.
34. Etienne-Manneville S, Hall A (2002) Rho GTPases in cell biology. Nature 420:

629–635.
35. Vicente-Manzanares M, Webb DJ, Horwitz AR (2005) Cell migration at a

glance. J Cell Sci 118: 4917–4919.
36. Glazier JA, Zhang Y, Swat M, Zaitlen B, Schnell S (2008) Coordinated action of

N-CAM, N-cadherin, EphA4, and ephrinB2 translates genetic prepatterns into

structure during somitogenesis in chick. Curr Top Dev Biol 81: 205–247.
37. Rusconi JC, Fink JL, Cagan R (2004) klumpfuss regulates cell death in the

Drosophila retina. Mech Dev 121: 537–546.
38. Wildonger J, Sosinsky A, Honig B, Mann RS (2005) Lozenge directly activates

argos and klumpfuss to regulate programmed cell death. Genes Dev 19:

1034–1039.
39. Chaturvedi R, Huang C, Kazmierczak B, Schneider T, Izaguirre JA, et al.

(2005) On multiscale approaches to three-dimensional modelling of morpho-
genesis. J R Soc Interface 2: 237–253.

40. Tomlinson A (2003) Patterning the peripheral retina of the fly: decoding a
gradient. Dev Cell 5: 799–809.

41. Frohlich A (2001) A scanning electron-microscopic study of apical contacts in the

eye during postembryonic development of Drosophila melanogaster. Cell Tissue
Res 303: 117–128.

42. Hay BA, Wolff T, Rubin GM (1994) Expression of baculovirus P35 prevents cell
death in Drosophila. Development 120: 2121–2129.

43. Podos SD, Hanson KK, Wang YC, Ferguson EL (2001) The DSmurf ubiquitin-

protein ligase restricts BMP signaling spatially and temporally during Drosophila

embryogenesis. Dev Cell 1: 567–578.

44. Ozdamar B, Bose R, Barrios-Rodiles M, Wang HR, Zhang Y, et al. (2005)

Regulation of the polarity protein Par6 by TGFbeta receptors controls epithelial

cell plasticity. Science 307: 1603–1609.

45. Huber TB, Hartleben B, Kim J, Schmidts M, Schermer B, et al. (2003) Nephrin

and CD2AP associate with phosphoinositide 3-OH kinase and stimulate AKT-

dependent signaling. Mol Cell Biol 23: 4917–4928.

46. Hartleben B, Schweizer H, Lubben P, Bartram MP, Moller CC, et al. (2008)

Neph-Nephrin proteins bind the Par3-Par6-atypical protein kinase C (aPKC)

complex to regulate podocyte cell polarity. J Biol Chem 283: 23033–23038.

47. Gerke P, Benzing T, Hohne M, Kispert A, Frotscher M, et al. (2006) Neuronal

expression and interaction with the synaptic protein CASK suggest a role for

Neph1 and Neph2 in synaptogenesis. J Comp Neurol 498: 466–475.

48. Bellion A, Baudoin JP, Alvarez C, Bornens M, Metin C (2005) Nucleokinesis in

tangentially migrating neurons comprises two alternating phases: forward

migration of the Golgi/centrosome associated with centrosome splitting and

myosin contraction at the rear. J Neurosci 25: 5691–5699.

49. Ueno M, Katayama K, Yamauchi H, Nakayama H, Doi K (2006) Cell cycle

progression is required for nuclear migration of neural progenitor cells. Brain

Res 1088: 57–67.

50. Tamai H, Shinohara H, Miyata T, Saito K, Nishizawa Y, et al. (2007) Pax6

transcription factor is required for the interkinetic nuclear movement of

neuroepithelial cells. Genes Cells 12: 983–996.

51. Li X, Tang X, Jablonska B, Aguirre A, Gallo V, et al. (2009) p27(KIP1) regulates

neurogenesis in the rostral migratory stream and olfactory bulb of the postnatal

mouse. J Neurosci 29: 2902–2914.

52. Minobe S, Sakakibara A, Ohdachi T, Kanda R, Kimura M, et al. (2009) Rac is

involved in the interkinetic nuclear migration of cortical progenitor cells.

Neurosci Res 63: 294–301.

53. Saito K, Kawaguchi A, Kashiwagi S, Yasugi S, Ogawa M, et al. (2003)

Morphological asymmetry in dividing retinal progenitor cells. Dev Growth

Differ 45: 219–229.

54. Schaar BT, McConnell SK (2005) Cytoskeletal coordination during neuronal

migration. Proc Natl Acad Sci U S A 102: 13652–13657.

55. Zhang X, Lei K, Yuan X, Wu X, Zhuang Y, et al. (2009) SUN1/2 and Syne/

Nesprin-1/2 complexes connect centrosome to the nucleus during neurogenesis

and neuronal migration in mice. Neuron 64: 173–187.

56. Cordero JB, Larson DE, Craig CR, Hays R, Cagan R (2007) Dynamic

Decapentaplegic signaling regulates patterning and adhesion in the Drosophila

pupal retina. Development 134: 1861–1871.

Modeling Patterning Across an Epithelium

PLoS Computational Biology | www.ploscompbiol.org 14 July 2010 | Volume 6 | Issue 7 | e1000841


