
Supplementary Material

The Kalman filter

The Kalman filter is an algorithm, used widely in engineering navigation and guidance systems, developed to
detect and separate signals in the presence of random, unwanted noise [1, 2]. Here we present the continuous-
time version of the Kalman filter (the Kalman-Bucy filter) as described in [3].

Consider a linear system with state x(t) and measurement y(t):

ẋ(t) = Fx(t) + Bu(t) + Gw(t) (1)
y(t) = Hx(t) + Du(t) + v(t) (2)

where x(t), u(t), w(t), and v(t) are vectors of known dimensions and the matrices F, B,H, D and G have
dimensions corresponding to the vector dimensions. The process noise w(t) and measurement noise v(t)
are assumed zero-mean white noise processes with E[w(t)] = 0, E[v(t)] = 0, E[w(t)w>(τ)] = Qδ(t − τ),
E[v(t)v>(τ)] = Rδ(t− τ), and E[w(t)v>(τ)] = 0. The covariance matrices Q and R are positive semidefinite
and definite, respectively. We would like to obtain an estimate x̂ of x given the observation y. This optimal
estimator is given by the Kalman Filter:

˙̂x = Fx̂ + Bu + K(y −Hx̂−Du),

where K = PH>R−1 is the Kalman gain matrix and the initial state is x̂0 = E[x(t0)]. Note that x̂ follows
the same dynamics as x adjusted by the innovation gained from comparing the current estimate of the
output with the actual measurement. The covariance matrix P is governed by the matrix Riccati differential
equation

Ṗ = FP + PFT − PHT R−1HP + GQG>,

and is initialized with P (t0) = E[(x(t0)−E[x(t0)])(x(t0)−E[x(t0)])>]. Solving Ṗ = 0 yields the steady-state
filter.

If we have the simple scalar system ẋ = w, y = x + v, then solving the steady-state Riccati equation
yields P 2 = QR and K =

√
Q/R. The Kalman estimator is then

˙̂x =

√
Q

R
(y − x̂).

This is a low pass filter with bandwidth equal to the signal-to-noise ratio Q/R as seen by obtaining the
transfer function from y to x̂:

X̂(s)
Y (s)

=

√
Q/R

s +
√

Q/R
.
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