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## I. DETAILED DESCRIPTION OF THE MODEL

Our model needs to address four quantities: the binding affinities of each transcription factor (TF) for every possible site on the cis-regulatory region, the affinity of RNAP- $\sigma$ for the core promoter, the interactions between the molecules, and finally the transcription rates based on these affinities and interactions. We discuss each of these issues below.

## A. Binding of TFs to DNA

TFs can bind anywhere on the cis-regulatory region. The affinity of a TF for a given site is determined by the DNA sequence at the site and the amino-acid sequence in the DNA binding pocket of the TF. We assume that, whenever a TF $a$ binds to a binding site $O$, each amino acid interacts with exactly one base pair, and that the total binding free energy $E_{a, O}$ is the sum of the contributions of each amino-acid - base-pair contact. This means that the binding free energy of a TF $a$ with amino acids $a_{i}$ to a binding site $O$ with base pairs $O_{i}$ is given by

$$
E_{a, O}=\sum_{i=1}^{M} U_{a_{i}, O_{i}} .
$$

Here $U_{\lambda, \mu}$ is a $20 \times 4$ matrix containing the binding free energies associated with each amino-acid - base-pair contact. We used a matrix given in reference [1], based on christallographically solved protein-DNA complexes.
Finally, the binding affinity $q_{a, O}$ of TF $a$ for site $O$ follows from

$$
\begin{align*}
K_{a, O} & =\alpha e^{-\beta E_{a, O}},  \tag{1}\\
q_{a, O} & =\frac{c_{a}}{K_{a, O}} . \tag{2}
\end{align*}
$$

Here, $K_{a, O}$ denotes the dissociation constant and $c_{a}$ denotes the concentration of TF $a$. The proportionality factor $\alpha$ in equation 1 is determined by the free energy of all other sites that compete with $O$ for binding of the TF. We used $\alpha=10^{7} \mathrm{nM}$, but also found that the results do not depend critically on this value.

## B. Binding of RNAP

In our model, the RNAP- $\sigma$ complex binds only to the core promoter. We determine the binding free energy of RNAP- $\sigma$ for a core promoter $p$ by comparing the -10 and -35 hexamers to a large set of real E.coli promoters, taken from reference [2]. To every base pair $p_{i}$ at position $i$ within the -10 and -35 hexamers, we assign a score $s_{i}$; it equals the fraction of real E.coli promoters that have $p_{i}$ at that particular position, normalized by the random fraction 0.25 . Next, the binding energy $E_{p}$ of the RNAP to that particular core promoter can be estimated by [35]:

$$
E_{p}=k_{B} T \sum_{i \in p} \log \left(s_{i}\right) .
$$

The dissociation constant of the binding reaction, $K_{p}$, and the binding affinity of the RNAP for the promoter, $q_{p}$, now follow from the equations

$$
\begin{align*}
K_{p} & =\alpha^{\prime} e^{-\beta E_{p}}  \tag{3}\\
q_{p} & =\frac{c_{p}}{K_{p}} \propto c_{p} \prod_{i \in p} s_{i} . \tag{4}
\end{align*}
$$

The proportionality factor $\alpha^{\prime}$ in equation 3 again includes the competition between site $p$ and all other places the RNAP could possibly be; it should be chosen such that $p_{\text {on }}$ is close to unity in case of a small number of mismatches, but decreases rapidly as mismatches accumulate. We used $\alpha^{\prime}=10^{7} \mathrm{nM}$.

## C. TF-TF and TF-RNAP interactions

The interaction between the molecules consists of two parts. In the first place, we include steric hindrance: TFs and RNAP cannot overlap in space. When bound to the DNA, TFs occupy $M$ base pairs and mutually exclude each other and RNAP. Bound RNAP is assumed to block the consensus hexamers and the spacer in-between. In the second place, we include an unspecific attractive interaction between TFs whenever they bind close to each other - that is, within a distance of $k=3$ base pairs. To this interaction we associate an energy $E_{\text {TF-TF }}$ of $2-4 k_{B} T$, such that $\omega \stackrel{\text { def }}{=} \exp \left(\beta E_{\mathrm{TF}-\mathrm{TF}}\right) \approx 30[6]$. Likewise, if a TF and RNAP bind close together, we assume a similar interaction free energy $E_{\mathrm{TF}-\mathrm{P}}$; Again, $\omega^{\prime} \stackrel{\text { def }}{=} \exp \left(\beta E_{\text {TF-P }}\right) \approx 30$.

## D. Transcription rates

We assume, following Shea and Ackers and Buchler et $a l$, that the transcription rate $A$ of an operon is proportional to the fraction of time $p_{\text {on }}$ a RNAP is bound to the core promoter $[6,7]$. This assumption is reasonable provided the kinetics of the binding and unbinding of RNAP
are sufficiently fast in comparison to the transition rate from the closed to the open complex. In that case the binding reaction is near equilibrium and the fractional occupancy is given by

$$
\begin{equation*}
A \propto p_{\mathrm{on}}=\frac{Z_{\mathrm{on}}}{Z} \tag{5}
\end{equation*}
$$

Here $Z_{\text {on }}$ is the partition sum of all states in which an RNAP molecule is bound, and $Z$ is the total partition sum. This approach is used widely [6-10]. We note however, that this model does not apply to all cases: for instance, some TFs function by regulating the rate of the transcriptional steps after the initial binding of RNAP to the core promoter, and in some cases a tight binding of RNAP to the core promoter might negatively influence the transition rate to the so-called open complex.

## E. Computing the partition sums

In the previous subsections, we explained how to compute the TF binding affinities for each possible position on the cis-regulatory region, the affinity of RNAP for the core promoter, and all interaction energies, given the sequences and concentrations of the molecules. This allows us in principle to compute the Boltzmann factor $W(s)$ of every state $s$ and the hence the partition sum $Z$ of the system. But since we assumed that TFs can bind anywhere on the DNA, the total number of states or configurations can easily become huge. In fact, a minimal network consisting of only one operon and two TFs with $N=80$ and $M=10$ (see Fig. 3 of main text), counts more than three million distinct configurations. We developed a scheme that nevertheless allows us to compute the partition sum for a given promoter in an efficient manner.

We use the following conventions (see Fig. 3 of main text). We refer to the stretch of DNA ranging from base pair $i-M+1$ to base pair $i$ as site $i$. We denote the binding affinity of TF $a$ for site $i$ by $q_{a, i}$. Next we define

$$
Q_{i} \stackrel{\text { def }}{=} \sum_{a} q_{a, i} .
$$

Finally we consider a series $Z_{i}$ of partial partition sums $(-N \leq i \leq 0)$, defined as the partition sum of all possible states in which sites with a number bigger than $i$ are not occupied and no RNAP is bound.

Let $s$ be the state where TFs $a_{1} \ldots a_{m}$ are bound to sites $x_{1} \ldots x_{m}$ respectively. Then in ref. [8] it is explained that the Boltzmann factor $W(s)$ of $s$ equals

$$
W(s)=\left(\prod_{u \neq v} \omega_{u, v}\right)\left(\prod_{u=1}^{m} q_{a_{u}, x_{u}}\right)
$$

where

$$
\omega_{u, v}= \begin{cases}\omega & \text { if site } u \text { and } v \text { are } 0 \text { to } k \text { bps apart } \\ 0 & \text { if site } u \text { and } v \text { overlap } \\ 1 & \text { else. }\end{cases}
$$

This implies that for the series $Z_{i}$, the following recurrence relation holds:

$$
\begin{align*}
Z_{i} & =Q_{i} Z_{i-M-k}+Q_{i} \omega\left(Z_{i-M}-Z_{i-M-k}\right)+Z_{i-1} \\
& =Q_{i}\left[(1-\omega) Z_{i-M-k}+\omega Z_{i-M}\right]+Z_{i-1} \tag{6}
\end{align*}
$$

with starting conditions

$$
Z_{i}= \begin{cases}0 & \text { for } i<-N \\ 1 & \text { for }-N<i<-N+M\end{cases}
$$

We can express $Z_{\text {off }}, Z_{\text {on }}$ and $p_{\text {on }}$ in terms of the $Z_{i}$ as

$$
\begin{align*}
Z_{\text {off }} & =Z_{0}  \tag{7}\\
Z_{\text {on }} & =q_{p}\left[\omega^{\prime} Z_{x}+\left(1-\omega^{\prime}\right) Z_{x-k}\right]  \tag{8}\\
p_{\text {on }} & =\frac{1}{1+Z_{\text {off }} / Z_{\text {on }}} \tag{9}
\end{align*}
$$

Here $x$ is the base pair just next to the core promoter ( $x=-37$ ). The conclusion is that, in order to compute $p_{\text {on }}$, one only needs to compute the $Q_{i}$, apply equation 6 $N$ times, and finally fill in expressions 7, 8 and 9 . Note that the time required to compute $p_{\text {on }}$ using this algorithm scales linearly with $N, M$, and the number of TFs. This shows that the scheme is fast and can therefore be applied to networks consisting of many genes and TFs.

## II. FITNESS FUNCTION

In order to select the gates, we need a fitness function that quantifies their quality. We now describe the fitness function we used. The transcription rate $A$ of a gate depends on the concentrations $c_{1}$ and $c_{2}$ of the two TFs: $A=A\left(c_{1}, c_{2}\right)$. We use concentrations in the rage 0 to $10^{3}$ nM ; concentrations below (above) 500 nM are considered low (high). Each truth table $t$ then defines a goal function $G_{t}\left(c_{1}, c_{2}\right)$; the perfect analog AND gate, for instance, has the following response:

$$
\begin{aligned}
A\left(c_{1}, c_{2}\right) \propto p_{\mathrm{on}}\left(c_{1}, c_{2}\right) & =G_{\mathrm{AND}}\left(c_{1}, c_{2}\right) \\
& =\theta\left(c_{1}-500 \mathrm{nM}\right) \theta\left(c_{2}-500 \mathrm{nM}\right)
\end{aligned}
$$

where $\theta(x)$ is the Heaviside step function. We define the fitness function $R$ as follows. First, we compute $p_{\text {on }}\left(c_{1}, c_{2}\right)$ for 16 values of $\left(c_{1}, c_{2}\right)$; for the AND gate in Fig. 5 of the main text, these $4 \times 4$ values are depicted as red dots. For each of those points, we determine how much $p_{\text {on }}\left(c_{1}, c_{2}\right)$ deviates from the goal function $G_{t}\left(c_{1}, c_{2}\right)$; next we compute the sum of the squares of these deviations. If this quantity is small, the fitness is considered high. The following equation summarizes the measure:

$$
\begin{aligned}
R=-\sum_{i, j=0}^{3} & {\left[p_{\text {on }}\left(\frac{i}{3} \times 500 \mathrm{nM}, \frac{j}{3} \times 500 \mathrm{nM}\right)\right.} \\
& \left.-G_{t}\left(\frac{i}{3} \times 500 \mathrm{nM}, \frac{j}{3} \times 500 \mathrm{nM}\right)\right]^{2}
\end{aligned}
$$



Fig. 1: Illustration of the repression (a) and activation (b) system discussed. In both cases, the TF has three binding sites; $O_{1}$ is in both cases the primary site, while $O_{2}$ and $O_{3}$ are the auxiliary binding sites.

## III. AFFINITIES OF AUXILIARY SITES

One of the main functions of auxiliary binding sites is to create steep responses to changes in TF concentrations. In the results of our simulations, we observed that the auxiliary sites of repressors are often weak, while in case of activator sites they are often strong. Moreover, in activator systems, the auxiliary site furthest removed from the core promoter usually has the highest affinity. Here we demonstrate that these patterns further enhance the steepness of response.

The basic idea is as follows. If the affinity of an auxiliary site is very low, the effect of the site vanishes. On the other hand, if its affinity becomes very large, the auxiliary site will always be occupied. In that case, the auxiliary site merely increases the affinity of the primary site with a constant factor ( $\omega$ in our model). The effect of this is equivalent to lowering the dissociation constant of the primary site with the same factor, which shows that in this limit the cooperativity is lost as well. Somewhere between these limits, an optimum must be present. This optimum is different for activating sites and repressing sites.

It is possible to analyse the situation for any number of auxiliary sites. Below we show the results for two auxiliary sites. (See Fig. 1.)

## A. Repression

We assume that a promoter has one primary repressor site and two auxiliary sites (Fig. 1a). The primary repressor site $O_{1}$ has a dissociation constant $K$, while the auxiliary sites $O_{2}$ and $O_{3}$ have dissociation constants $K / r_{2}$ and $K / r_{3}$. The question then is: What values of $r_{i}$ maximize the steepness of the response?

As before, we compute $p_{\text {on }}$ according to Eq. 5. The
partition sums are:

$$
\begin{aligned}
z_{\mathrm{on}}= & q_{p}\left(1+\left(r_{2}+r_{3}\right)\left(\frac{c_{R}}{K}\right)+r_{2} r_{3} \omega\left(\frac{c_{R}}{K}\right)^{2}\right) \\
z_{\mathrm{off}}= & 1+\left(1+r_{2}+r_{3}\right)\left(\frac{c_{R}}{K}\right) \\
& +\left(r_{2} \omega+r_{3}+r_{2} r_{3} \omega\right)\left(\frac{c_{R}}{K}\right)^{2} \\
& +r_{2} r_{3} \omega^{2}\left(\frac{c_{R}}{K}\right)^{3}
\end{aligned}
$$

The concentration of repressor is denoted by $c_{R}$.
We use three different measures of the steepness of response:

1. We optimized the slope $s_{\text {half }}$ of the response plots at the TF concentration at which the expression level is half maximal ( $c_{\text {half }}$ ); we choose $K$ such that $c_{\text {half }}=500 \mathrm{nM}$. The results are shown in Fig. 2a, where we use $\omega=50$ and $q_{p}=10$. The figure shows that $s_{\text {half }}$ can be increased considerably ( $69 \%$ ) by optimizing the relative affinities of the auxiliary sites. The best result is obtained at $r_{2}=0.017$ and $r_{3}=0.091$, confirming that, ideally, repressive auxiliary sites are much weaker than their primary sites.
2. We fitted the response plots to Hill functions, defined as

$$
H_{R}\left(c_{R}\right)=A \frac{1+\left(\frac{c_{R}}{K}\right)^{n} / f}{1+\left(\frac{c_{R}}{K}\right)^{n}}
$$

where $f$ is the maximum fold-change in expression level and $n$ is the value of the Hill coefficient [6]. We optimized the value of the Hill coefficient $n$ as a function of $r_{2}$ and $r_{3}$. The resulting plots (not shown) are very similar to those found using the first method; $n$ can be increased by $63 \%$ by choos$\operatorname{ing} r_{2}=0.011$ and $r_{3}=.057$.
3. We optimize the slope $s_{\text {inf }}$ at the inflection point of the response curve. Now, we choose $K$ such that this point is at 500 nM . Fig. 2c shows that $s_{\mathrm{inf}}$ can be increased by $70 \%$ if we fine-tune the affinities of the different binding sites. Again the auxiliary sites are weak: $r_{2}=0.014$ and $r_{3}=0.11$.

All methods show that weak auxiliary sites of repressor systems are not only sufficient, but even optimal. Therefore it is highly unlikely that evolution would maintain strong auxiliary repression sites, if a steep response is beneficial. Of course, this argument only holds for auxiliary sites that do not have a second function. If an auxiliary site also functions as an anti-activator (i.e., it prevents the binding of an activator by overlapping with its binding site) a higher affinity may be required.

Interestingly, our results also show that site 2 should ideally be weaker than site 3 . Note, however, that site 3 can be interpreted as an activator site for site 2 ; this situation is therefore analogous to the activation system, which we discuss below.


Fig. 2: Response plots of the cooperative repressor (a and c) and activator (b and d) systems. All plots show the responses at $r_{2}=r_{3}=1$ (red curves) and the ones for optimized parameters. In figures (a) and (b) we optimized the slope at half maximal repression (a) or half maximal activation (b); we fixed this point at 500 nM . In figure (c) and (d) we optimized the slope at the inflection point of the curve, fixing this point at 500 nM . In the repressor system we chose $q_{p}=10$, while in the activation system $q_{p}=0.3$; in both cases $\omega=\omega^{\prime}=50$. Clearly, steepness of response of the repressor system increases considerably if the relative affinities of the binding sites are fine-tuned. The same holds for the activation system, albeit to a much lesser extent.

## B. Activation

Here we present the case of cooperative activation by two auxiliary TF binding sites. We use the same conventions as in the previous subsection. For this system, the partition sums become:

$$
\begin{aligned}
z_{\mathrm{on}}= & q_{p}\left(1+\left(\omega^{\prime}+r_{2}+r_{3}\right)\left(\frac{c_{A}}{K}\right)\right. \\
& +\left(r_{2} r_{3} \omega+r_{2} \omega \omega^{\prime}+r_{3} \omega^{\prime}\right)\left(\frac{c_{A}}{K}\right)^{2} \\
& \left.+r_{2} r_{3} \omega^{2} \omega^{\prime}\left(\frac{c_{A}}{K}\right)^{3}\right) \\
z_{\mathrm{off}}= & 1+\left(1+r_{2}+r_{3}\right)\left(\frac{c_{A}}{K}\right) \\
& +\left(r_{2} \omega+r_{3}+r_{2} r_{3} \omega\right)\left(\frac{c_{A}}{K}\right)^{2} \\
& +r_{2} r_{3} \omega^{2}\left(\frac{c_{A}}{K}\right)^{3}
\end{aligned}
$$

where $c_{A}$ is the concentration of the activator TF.

Again we use three different measures for the steepness of response.

1. We optimize the slope $s_{\text {half }}$ at the concentration $c_{\text {half }}$ at with the expression level is half maximal. We adjust $K$ such that $c_{\text {half }}=500 \mathrm{nM}$. The results are shown in Fig. 2b, where we use $\omega=\omega^{\prime}=50$ and $q_{p}=0.3$. The optimal parameter set, $r_{2}=1.74$ and $r_{3}=12.3$ provides an increase in $s_{\text {half }}$ of $11 \%$. Note that the affinity of $O_{3}$ is much higher than those of the other sites.
2. We fit the plots to the Hill function defined as:

$$
\begin{equation*}
H_{A}\left(c_{A}\right)=A \frac{f^{-1}+\left(\frac{c_{A}}{K}\right)^{n}}{1+\left(\frac{c_{A}}{K}\right)^{n}} \tag{10}
\end{equation*}
$$

The results (not shown) are very similar to those obtained by the previous method. The gain in terms of $n$ is a modest $11 \%$.
3. We maximize the slope $s_{\text {inf }}$ at the inflection points of the plots, adjusting $K$ such that $c_{\text {inf }}=500 \mathrm{nM}$ (Fig. 2d). Optimally, $r_{2}=1.97$ and $r_{3}=14.4$, which results in a $27 \%$ increase in $s_{\mathrm{inf}}$.

The results show that, in order to be optimal, the auxiliary activation sites need to be as strong or stronger than the primary site. This is in stark contrast with the results for homo-cooperative repression, where we saw that the auxiliary sites need to be weak. Also, the site furthest removed from the core promoter has the highest affinity, as we found in our simulations. The increase in steepness resulting from the tuning of the binding affinities, however, is rather modest. Whether in real genetic systems the selection pressure for steep activation is usually strong enough to attain and maintain the optimal affinity ratios in a selection-mutation balance, is unclear.

## IV. MINIMAL MODELS FOR THE COMPLEX GATES

Some of the gates that resulted from the simulations have a rather complex design. Here, we describe simplified quantitative models for the EQU gate and the XOR gate; a simplified description provides more insight into their essential features. The other gates can be described in a similar manner.

## A. The EQU gate

For the EQU gate, the essential ingredients of our minimal model are: a strong promoter, homo-cooperative repression for each of the two TFs, and hetero-cooperative activation when both TFs are present. For simplicity, we make the following assumptions:


Fig. 3: Response plots resulting from the simplified models of XOR and EQU gates. The concentration units are $\mu \mathrm{M}$. (a) EQU gate with the following parameters: $q_{p}=6, K_{a}=11 \mu \mathrm{M}, K_{r}=3 \mu \mathrm{M}, n_{a, 1}=n_{a, 2}=2, n_{r}=3$ and $\omega=30$. (b) An EQU gate without homo-cooperative repression modules ( $n_{a, 1}=n_{a, 2}=n_{r}=1$ ). Note that, although the values in the corners of the plot are consistent with an EQU gate, the full performance is poor. This shows that the complex behavior of the EQU gate requires homo-cooperative modules. Further parameters are: $q_{p}=10, K_{a}=3 \mu \mathrm{M}, K_{r}=0.01 \mu \mathrm{M}$ and $\omega=30$. (c) XOR gate with parameters $q_{p}=0.2, K_{a}=7 \mu \mathrm{M}, K_{r}=4 \mu \mathrm{M}, n_{r, 1}=n_{r, 2}=2, n_{a}=3$ and $\omega=30$. (d) Typical XOR gate with no homo-cooperative activation $\left(n_{r, 1}=n_{r, 2}=n_{a}=1\right)$. The gate could hardly be classified as an XOR gate, showing that homo-cooperative activation is essential to obtain reasonable XOR gates.

1. All repression sites have an equal dissociation constant $K_{r}$; all activation sites have dissociation constant $K_{a}$.
2. The number of sites in each homo-cooperative repression module is the same and equal to $n_{r}$; the number of sites for the TF $\alpha$ in the heterocooperative activation module is $n_{a, \alpha}$.
3. We neglect states in which incomplete modules are bound; of a module either all sites or none of the sites are occupied.
4. The modules exclude each other on the DNA: only one of the modules can be bound at a time.
5. We assume that the TFs bind to their specific binding sites only; we thus neglect the affinities for the other binding sites on the DNA.

For this minimal model we can compute the partition sums as follows:

$$
\begin{align*}
Z_{\mathrm{off}}= & 1+\left(q_{r, 1}\right)^{n_{r}} \omega^{n_{r}-1}+\left(q_{r, 2}\right)^{n_{r}} \omega^{n_{r}-1} \\
& +\left(q_{a, 1}\right)^{n_{a, 1}}\left(q_{a, 2}\right)^{n_{a, 2}} \omega^{n_{a, 1}+n_{a, 2}-1}  \tag{11}\\
Z_{\text {on }}= & q_{p}\left(1+\omega^{\prime}\left(q_{a, 1}\right)^{n_{a, 1}}\left(q_{a, 2}\right)^{n_{a, 2}} \omega^{n_{a, 1}+n_{a, 2}-1}\right) \tag{12}
\end{align*}
$$

Here we used:

$$
\begin{align*}
q_{r, \alpha} & =\frac{c_{\alpha}}{K_{r}}  \tag{13}\\
q_{a, \alpha} & =\frac{c_{\alpha}}{K_{a}} \tag{14}
\end{align*}
$$

Note that in $Z_{\text {off }}$ we not only count states in which the repression modules are bound, but also states in which the activation sites are occupied by TFs (but with no RNAP bound). Note also that $Z_{\text {off }}$ and $Z_{\text {on }}$ are bivariate polynomials in the concentrations $c_{\alpha}$. The order of these polynomials is determined by the number of binding sites in the modules; the coefficients of each term are set by the dissociation constants. Equation 9 shows that $p_{\text {on }}$ can be written in terms of the ratio of these polynomials.

We now consider the design constraints for obtaining an input-output relation that corresponds to an EQU gate. To this end, we first consider the limit in which one of the TFs is present in much larger concentration than the other. An EQU gate requires that in this limit, the expression level, and thus $p_{\text {on }}$, should be low. When the concentration $c_{1}$ is kept constant and $c_{2}$ is increased, $p_{\text {on }}$ approaches a limit value that is determined by the terms of highest order in $c_{2}$ in $Z_{\text {off }}$ and $Z_{\text {on }}$. It is given by
$\lim _{c_{2} \rightarrow \infty} p_{\text {on }}= \begin{cases}\frac{\omega^{\prime} q_{p}}{1+\omega^{\prime} q_{p}} & \text { if } n_{r}<n_{a, 2}, \\ \frac{\omega^{\prime} q_{p}\left(c_{1}\right)^{n}{ }_{a, 1}}{\left(\frac{k_{a}}{k_{r}}\right)^{n_{r} r}\left(\frac{k_{a}}{\omega}\right)^{n_{a, 1}}+\left(c_{1}\right)^{n_{a, 1}\left(1+\omega^{\prime} q_{p}\right)}} & \text { if } n_{r}=n_{a, 2}, \\ 0 & \text { if } n_{r}>n_{a, 2} .\end{cases}$
If $n_{r}<n_{a, 2}$, then $p_{\text {on }}$ will approach unity, instead of zero as required: since for the EQU gate the promoter should be strong, $\frac{\omega^{\prime} q_{p}}{1+\omega q_{p}} \approx 1$. If $n_{r}=n_{a, 2}$, the expression level depends on $K_{a}, K_{r}, n_{r}$ and $n_{a, 1}$; a judicious choice of their value can allow for an expression level that is consistent with an EQU gate. If, however, $n_{r}>n_{a, 2}$, then
the expression level in the above limit is much more robust to the precise parameter values: if the concentration of TF1 is kept constant, then at sufficiently high concentration of TF2, TF2 will always repress transcription, as required for an EQU gate.

We now consider the scenario in which both concentrations become large. If we keep $c_{1}=c_{2}$ and increase both concentrations, then, as long as $\left(n_{a, 1}+n_{a, 2}\right)>n_{r}$, the limit value is again

$$
\begin{equation*}
\lim _{c_{1}, c_{2} \rightarrow \infty} p_{\text {on }}=\frac{\omega^{\prime} q_{p}}{1+\omega^{\prime} q_{p}} \tag{15}
\end{equation*}
$$

A good way to construct an EQU gate is therefore to choose the modules such that $\left(n_{a, 1}+n_{a, 2}\right)>n_{r}$ (so that the operon is transcribed when $c_{1}$ and $c_{2}$ are both high), but to take $n_{r}>n_{a, 1}$ and $n_{r}>n_{a, 2}$ (so that the operon is repressed when only one of the two TF concentrations is high). One obvious choice is $n_{a, 1}=n_{a, 2}=2$ and $n_{r}=3$. This result is shown in Fig. 3a. It is seen that this gate can indeed be classified as an EQU gate.

The EQU gate that results from our simulations (see Fig. 4 in the main text) deviates slightly from this design (Fig. 3a): the number of repressor sites of TF1 is higher than expected on the basis of the assumptions of the minimal model, so that the requirement $\left(n_{a, 1}+n_{a, 2}\right)>n_{r}$ is not fulfilled. However, there are three points worthy of note: 1) most of the repressor sites are very weak; the extra repressor sites only play a major role at much higher TF concentrations than shown in Fig. 5; 2) the assumption of the minimal model (Eqs. 11 and 12) that the modules mutually exclude each other completely, while instructive, is not entirely consistent with the assumptions underlying the full model discussed in the main text: it is possible for the complete hetero-cooperative activation module to bind, while simultaneously the repressor sites that do not overlap with the activation module, are also occupied; 3) while the previous points concern the simplicity of the assumptions of the minimal model, this point is more fundamental. In our simulations, we selected the gates not just based on their behavior in the limits of high concentrations: we also selected for a steep repression curve. The resulting gate is thus a compromise between the requirement of a steep response - favoring a high number of repression sites - and maximal activation when both TFs are present.

Fig. 3c shows the result for an EQU gate with no homo-cooperative repression modules $\left(n_{a, 1}=n_{a, 2}=\right.$ $\left.n_{r}=1\right)$. In the limit that $c_{1} \rightarrow 0$ and $c_{2} \rightarrow \infty$ and in the limit that $c_{1} \rightarrow \infty$ and $c_{2} \rightarrow 0$, the expression level approaches zero, as required for an EQU gate. Nevertheless, the input-output relation differs markedly from
the gate with homo-cooperativity (Fig. 3a); indeed, one could argue that the gate without homo-cooperativity does not classify as an EQU gate. This shows that homocooperativity does not only allow for a steep response, but also can play an important role in signal integration.

## B. The XOR gate

For the XOR gate, the essential ingredients of the minimal model are: a weak promoter, homo-cooperative activation by each of the two TFs, and hetero-cooperative repression when both TFs are present. We make the same simplifying assumptions as in the previous section. However, here the number of sites in each of the activation complexes is denoted by $n_{a}$, while the number of sites of TF $\alpha$ in the hetero-cooperative repression complex is $n_{r, \alpha}$. This results in the following expressions:

$$
\begin{align*}
Z_{\mathrm{off}}= & 1+\left(q_{r, 1}\right)^{n_{r, 1}}\left(q_{r, 2}\right)^{n_{r, 2}} \omega^{n_{r, 1}+n_{r, 2}-1} \\
& +\left(q_{a, 1}\right)^{n_{a}} \omega^{n_{a}-1}+\left(q_{a, 2}\right)^{n_{a}} \omega^{n_{a}-1},  \tag{16}\\
Z_{\text {on }}= & q_{p}\left(1+\omega^{\prime}\left(q_{a, 1}\right)^{n_{a}} \omega^{n_{a}-1}+\omega^{\prime}\left(q_{a, 2}\right)^{n_{a}} \omega^{n_{a}-1}\right) \tag{17}
\end{align*}
$$

When both TFs are absent, the operon should be off; therefore a XOR gate needs a weak promoter. When increasing $c_{2}$ at constant $c_{1}$, or $c_{1}$ at constant $c_{2}$, activation should occur. The limit value of $p_{\text {on }}$ for $c_{\alpha} \rightarrow \infty$ depends on $n_{a}$ and $n_{r, \alpha}$; if $n_{a}>n_{r, \alpha}$, activation wins the competition with repression. In the limit of high concentrations of both TFs $\left(c_{1}=c_{2}, c_{1} \rightarrow \infty\right)$, the XOR should be off. This is satisfied if $\left(n_{r, 1}+n_{r, 2}\right)>n_{a}$. One option is therefore to choose $n_{r, 1}=n_{r, 2}=2$ and $n_{a}=3$. Fig. 3 shows the result for this minimal model.

The XOR gate that results from our simulations (see Fig. 4 and 5 of the main text), again deviates slightly from this design. The number of repressor sites of TF2 is higher than anticipated, so that the requirement $n_{a}>$ $n_{r, 2}$ is not fulfilled. As for the EQU gate, on the one hand this is due to the simplicity of the minimal model, while on the other hand it is a result of the selection for a steep response.

Fig. 3d shows the result for an XOR gate without homo-cooperative activation modules - the activation when either TF1 or TF2 is present, is non-cooperative $\left(n_{r, 1}=n_{r, 2}=n_{a}=1\right)$. It is seen that the performance of the gate is poor. This again shows that homocooperativity can be a useful mechanism for shaping complex input-output relations.
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