
Supplementary Information

Neural and synaptic dynamics

We use the mathematical formulation of the integrate-and-fire neurons and synaptic currents
described in Brunel & Wang (2001). Here we provide a brief summary of this framework.

The dynamics of the sub-threshold membrane potential V of a neuron are given by the
equation:

Cm
dV (t)

dt
= −gm(V (t) − VL) − Isyn(t), (1)

Both excitatory and inhibitory neurons have a resting potential VL = −70mV , a firing
threshold Vthr = −50mV and a reset potential Vreset = −55mV . The membrane parameters
are different for both types of neurons: Excitatory (Inhibitory) neurons are modeled with
a membrane capacitance Cm = 0.5nF (0.2nF ), a leak conductance gm = 25nS(20nS), a
membrane time constant τm = 20ms(10ms), and a refractory period tref = 2ms(1ms).
Values are extracted from McCormick et al. (1985).

When the threshold membrane potential Vthr is reached, the neuron is set to the reset
potential Vreset at which it is kept for a refractory period τref and the action potential is
propagated to the other neurons.

The network is fully connected with NE = 400 excitatory neurons and NI = 100 in-
hibitory neurons, which is consistent with the observed proportions of the pyramidal neurons
and interneurons in the cerebral cortex (Braitenberg & Schütz 1991, Abeles 1991). The
synaptic current impinging on each neuron is given by the sum of recurrent excitatory cur-
rents (IAMPA,rec and INMDA,rec), the external excitatory current(IAMPA,ext) the inhibitory
current (IGABA):

Isyn(t) = IAMPA,ext(t) + IAMPA,rec(t) + INMDA,rec(t) + IGABA(t). (2)

The recurrent excitation mediated by the AMPA and NMDA receptors, inhibition by
GABA receptors. In addition, the neurons are exposed to external Poisson input spike trains
mediated by AMPA receptors at a rate of 2.4kHz. These can be viewed as originating from
Next = 800 external neurons at average rate of 3Hz per neuron, consistently with the sponta-
neous activity observed in the cerebral cortex (Wilson et al. 1994, Rolls & Treves 1998). The
currents are defined by:

IAMPA,ext(t) = gAMPA,ext(V (t) − VE)
Next
∑

j=1

sAMPA,ext
j (t) (3)

IAMPA,rec(t) = gAMPA,rec(V (t) − VE)
NE
∑

j=1

wAMPA
ji sAMPA,rec

j (t) (4)

INMDA,rec(t) =
gNMDA(V (t) − VE)

1 + [Mg++]exp(−0.062V (t))/3.57
×

NE
∑

j=1

wNMDA
ji sNMDA

j (t) (5)

IGABA(t) = gGABA(V (t) − VI)
NI
∑

j=1

wGABA
ji sGABA

j (t) (6)
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where VE = 0 mV, VI = −70 mV, wj are the synaptic weights, sj ’s the fractions of open
channels for the different receptors and g’s the synaptic conductances for the different chan-
nels. The NMDA synaptic current depends on the membrane potential and the extracellular
concentration of Magnesium ([Mg++] = 1 mM, Jahr & Stevens (1990)). The values for the
synaptic conductances for excitatory neurons are gAMPA,ext = 2.08 nS, gAMPA,rec = 0.208 nS,
gNMDA = 0.654 nS and gGABA = 2.50 nS and for inhibitory neurons gAMPA,ext = 1.62 nS,
gAMPA,rec = 0.162 nS, gNMDA = 0.516 nS and gGABA = 1.946 nS. These values are obtained
from the ones used by Brunel & Wang (2001) by correcting for the different numbers of neu-
rons. The conductances were calculated so that in an unstructured network the excitatory
neurons have a spontaneous spiking rate of 3 Hz and the inhibitory neurons a spontaneous
rate of 9 Hz. The fractions of open channels are described by:

dsAMPA,ext
j (t)

dt
= −

sAMPA,ext
j (t)

τAMPA
+
∑

k

δ(t− tkj ) (7)

dsAMPA,rec
j (t)

dt
= −

sAMPA,rec
j (t)

τAMPA
+
∑

k

δ(t− tkj ) (8)

dsNMDA
j (t)

dt
= −

sNMDA
j (t)

τNMDA,decay
+ αxj(t)(1 − sNMDA

j (t)) (9)

dxj(t)

dt
= − xj(t)

τNMDA,rise
+
∑

k

δ(t− tkj ) (10)

dsGABA
j (t)

dt
= −

sGABA
j (t)

τGABA
+
∑

k

δ(t− tkj ), (11)

where τNMDA,decay = 100 ms is the decay time for NMDA synapses, τAMPA = 2 ms for
AMPA synapses (Hestrin et al. 1990, Spruston et al. 1995) and τGABA = 10 ms for GABA
synapses (Salin & Prince 1996, Xiang et al. 1998); τNMDA,rise = 2 ms is the rise time for
NMDA synapses (the rise times for AMPA and GABA are neglected because they are typically
very short) and α = 0.5 ms−1. The sums over k represent a sum over spikes formulated as
δ-Peaks δ(t) emitted by presynaptic neuron j at time tkj .

The equations were integrated numerically using a second order Runge-Kutta method with
step size 0.02 ms. The Mersenne Twister algorithm was used as random number generator
for the external Poisson spike trains and different trials for equal parameter configurations
were run with different random seeds (as the only difference).

Meanfield Formulation

The meanfield approximation used in the present work was derived by Brunel & Wang (2001),
assuming that the network of IF neurons is in a stationary state. In this formulation the
potential of a neuron is calculated as:

τx
dV (t)

dt
= −V (t) + µx + σx

√
τxη(t) (12)

where V (t) is the membrane potential, x labels the populations. The symbol τx is the effective
membrane time constant, µx the mean value the membrane potential would have in the
absence of spiking and fluctuations, σx measures the magnitude of the fluctuations and η
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is a Gaussian process with absolute exponentially decaying correlation function with time
constant τAMPA. The quantities µx and σ2

x are given by:

µx =
(Textνext + TAMPAn

AMPA
x + ρ1n

NMDA
x )VE + ρ2n

NMDA
x 〈V 〉 + TIn

GABA
x VI + VL

Sx
(13)

σ2
x =

g2
AMPA,ext(〈V 〉 − VE)2Nextνextτ

2
AMPAτx

g2
mτ

2
m

. (14)

where νext = 3 Hz (+λcue), νI is the spiking rate of the inhibitory pool, τm = Cm/gm with
the values for the excitatory or inhibitory neurons depending of the pool considered and the
other quantities are given by:

Sx = 1 + Textνext + TAMPAn
AMPA
x + (ρ1 + ρ2)n

NMDA
x + TIn

GABA
x (15)

τx =
Cm

gmSx
(16)

nAMPA
x =

p
∑

j=1

fjw
AMPA
jx νj (17)

nNMDA
x =

p
∑

j=1

fjw
NMDA
jx ψ(νj) (18)

nGABA
x =

p
∑

j=1

fjw
GABA
jx νj (19)

ψ(ν) =
ντNMDA

1 + ντNMDA

(

1 +
1

1 + ντNMDA

∞
∑

n=1

(−ατNMDA,rise)
nTn(ν)

(n+ 1)!

)

(20)

Tn(ν) =
n
∑

k=0

(−1)k

(

n

k

)

τNMDA,rise(1 + ντNMDA)

τNMDA,rise(1 + ντNMDA) + kτNMDA,decay

(21)

τNMDA = ατNMDA,riseτNMDA,decay (22)

Text =
gAMPA,extτAMPA

gm
(23)

TAMPA =
gAMPA,recNEτAMPA

gm
(24)

ρ1 =
gNMDANE

gmJ
(25)

ρ2 = β
gNMDANE(〈Vx〉 − VE)(J − 1)

gmJ2
(26)

J = 1 + γ exp(−β〈Vx〉) (27)

TI =
gGABANIτGABA

gm
(28)

〈Vx〉 = µx − (Vthr − Vreset)νxτx, (29)

where p is the number of excitatory pools, fx the fraction of neurons in the excitatory x
pool, wj,x the weight of the connections from pool x to pool j, νx the spiking rate of the x
excitatory pool, γ = [Mg++]/3.57 and β = 0.062.
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The spiking rate of a pool as a function of the defined quantities is then given by:

νx = φ(µx, σx), (30)

where

φ(µx, σx) =

(

τrp + τx

∫ α(µx,σx)

β(µx,σx)
du

√
π exp(u2)[1 + erf(u)]

)

−1

(31)

α(µx, σx) =
(Vthr − µx)

σx

(

1 + 0.5
τAMPA

τx

)

+ 1.03

√

τAMPA

τx
− 0.5

τAMPA

τx
(32)

β(µx, σx) =
(Vreset − µx)

σx
(33)

where erf(u) the error function and τrp the refractory period which is considered to be 2 ms
for excitatory neurons and 1 ms for inhibitory neurons. To solve the equations defined by
(30) for all x we integrate numerically (29) and the differential equation below, which has
fixed point solutions corresponding to equations 30:

τx
dνx

dt
= −νx + φ(µx, σx). (34)

The equations were integrated using the Euler method with step size 0.2 and 8000 itera-
tions, which allowed for convergence.

Connection Matrices

Fraction of pool sizes fi

Values are relative to all neurons, not only the excitatory portion.
S1 S2 NS IH

0.08 0.08 0.64 0.2

Connection matrix for AMPA and NMDA – [from, to]

S1 S2 NS IH

S1 w+ w− 1 1

S2 w− w+ 1 1

NS w− w− 1 1

IH 0 0 0 0

where w− = 0.8−fS1w+

0.8−fS1
.

Connection matrix for GABA – [from, to]

S1 S2 NS IH

S1 0 0 0 0

S2 0 0 0 0

NS 0 0 0 0

IH 1 1 1 1
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