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Firing rate of the LIF model with noisy stimuli

There are known analytic formulas for the firing rate of the simple neuron models given Gaussian noise stimuli such as the LIF [1-3] and QIF 
 ADDIN EN.CITE 
[4,5]
. Fourcaud-Trocmé et al. [6] obtained a formula for a large class of models including the LIF and QIF. Here we use them to discuss two aspects of the LIF model. 

First, we show that the firing rate always increases as variance increases. The analytic form of the firing rate is [1-3]
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where 
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. The firing rate change with variance is given by
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Now 
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 is an increasing function of 
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 whose minimum is 
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 is always positive and the firing rate also always increases with variance.

However, with a larger variance, the change in the firing rate becomes smaller and the firing rate approaches an asymptotic limit. In the limit 
[image: image9.wmf]2

s

®¥

and 
[image: image10.wmf]0

fiite

/

n

I

s

®

, Eq. (1)

 vanishes in the leading order. The next leading order survives as
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Note that Eq. (2)

 is factorized in a similar way to Eq. (8) in the paper. Therefore, the rescaled relative gain is 
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which is a function only of 
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 as we have seen in Fig. 3C. Note that the firing rate in this limit has a form of a function of
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 multiplied by a factor which only depends on the variance, and this makes the rescaled relative gain only a function of 
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In the QIF case, the firing rate is 
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[4,5]
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where we have taken 
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 for simplicity. Here, we do not have a simple factorization as Eq. 
(2)

 in the  GOTOBUTTON ZEqnNum750053  \* MERGEFORMAT  limit. Therefore, the rescaling is not directly related to its dynamics, but is rather phenomenological and approximate.
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