Protocol S1. Side chain chemical shift assignment algorithm.
1.
For each side chain atom Xij in residue j of the protein derive the possible assignment candidates as follows:

Calculate the prior chemical shift probability distribution from BMRB data: Pprior(Xij) 

For every peak k in the whole side chain data set with chemical shift vector (k1, k2,…,kn) in each dimension n and for every corresponding side chain atom Xij apply Bayes’s rule:
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where kl is the chemical shift value of peak k in dimension l, and [image: image7.wmf]()(|)
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denotes the probabilistic event of observing peak k in spectra. The expression [image: image2.wmf](|)
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 represents the probability of observing peak k in the spectra given that the chemical shift of atom Xij is kl. The estimate uses a model that is specifically built for each experiment. For example, with data from an H(CCO)NH experiment (or other side chain experiment that includes the amide group), this probability would simply be the probability that the chemical shift assignments of the amide nitrogen and amide proton of residue j match the chemical shifts of peak k (backbone assignment probabilities). Note that the estimates for the probability, as well as estimates for the normalization factors, are not required to be precise. These posterior estimates based on Bayes’ formula merely provide the initial values for the energy function described in the section below.
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2. 
For each side chain atom Xij extract the top n assignment candidates with the highest Pprior(Xij), namely {Xij(1), Xij(2), …, Xij(10)
}. The value of n = 10 is the default value (a constant) deemed to be sufficiently large for capturing all candidates.

3. 
Set up a separate network model for the side chain assignment of each residue j of the protein. Establish the set of vertices as V ={X1j, X2j, …, Xnj}. Define the partition function of the system as follows:
[image: image5.wmf]32

,,,

(((),(),())((),()))

:{1,2,...,10}

ijkij

ijkij

uvvvuvv

V

Ze

blllll

l

-+

®

åå

=

å


The Hamiltonian (energy function) of the system has two terms u3 and u2. The summation is over all combination of triplets and pairs of atoms in residue j. The u3 terms are derived from the peak lists from three-dimensional NMR experiments. In intuitive terms, these values measure how probable the configuration is given the peak lists in relation to a distance function similar to that in Eq 3. The u2 terms account for peak lists from two-dimensional NMR experiments such as 13C-HSQC. The idea can be readily extended to data from four-dimensional NMR experiments.

4.
Derive the marginal probabilities of the side chain atom assignments by applying the belief propagation algorithm [1]. 
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