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1. Bayesian partition model 

Suppose we have a sample of N individuals. Each individual i is measured with G 

gene expression values denoted as { : 1,..., }igy g G  and M marker genotypes denoted as

{ : 1,..., }imx m M . We partition the data into D modules { : 1,..., }d d D  plus a null 

component { : 0}d d   where the number of modules, D, is pre-specified. Each module d 

consists of G
d

n  genes and M
d

n  associated markers. Genes and markers that have no 

associations are partitioned into the null component. We further partition the N 

individuals into T
d

n  types { : 1,..., }T

dt t n  with respect to each module d. Different 

modules may have a different number of individual types as well as different individual 

partitions. The overall partition of genes and markers into modules is determined by the 

gene indicators { : 1,... , {0,1,.., }}g gI g N I D   and the marker indicators

{ : 1,..., , {0,1,...., }}m mJ m M J D  , while the module-specific partition for individuals is 

determined by the individual indicators { : 1,..., , 1,... , {1,..., }}T

di di dK d D i N K n   . 

 In each module, the module genes and module markers are independently 

distributed conditional on the latent individual types. For genes in module d, we model 

their distributions as follows: 
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,ig k i g igy r       

where gene g is in module d and k is the individual type of i; 
k  is the eQTL effect 

determined by the individual type dik K ; 
ir  is the effect of other regulators, such as 

transcription factors; 
g  explains the gene effect; and 

ig  is the random measurement 

error. All genes in the same module share the same eQTL effect and individual effect, the 

combination of which, denoted as 
di k ir   , can be viewed as the module center. We 

put a normal-inverse-chi-square distribution on { , , , }k i g igr   : 

2~ (0, )
iid

i dr N  , 

2 2 2 2 2| ~ (0, / ), ~ ( , )
iid

k d d dN k Inv v s       , 

2~ (0, )
iid

ig dN  , 

2 2 2 2 2| ~ (0, / ), ~ ( , )
iid

g d d dN k Inv v s       , 

where 2 2( , , ; , , )k v s k v s       are the hyper parameters for the conjugate normal priors. 

To account for epistasis, we model the joint distribution of all the associated markers 

in a module, denoted as { :  is in module ,  i.e. }i im mx x m d J d  , by a multinomial 

distribution whose frequency parameters are determined by the individual type dik K . 

We also put a conjugate prior distribution on these parameters: 

1~ (1; ),  { ,..., }

Mn
d

iid
L

i k k k kx Multinomial     , 

1 2~ ( ), ...
Mn
d

M
d

L

k k k k k n
Diri

L


        , 

where k  is the frequency vector of the multinomial distribution for the individual type k 

in module d; k  is the hyper parameters for k ;  L is the number of possible genotypes at 

each marker; 
: m

M

d m J d
n


 is the total number of linked markers in module d; and   is 

the pseudo-count for the Dirichlet prior. For example, if there are two markers in the 

module and the genotype at each marker can take any of the three possible values, then 

there are potentially 932 
M
dn

L combinations of marker genotypes. In this case, 



 3 

1 9{ ,...., }k k k    are the frequencies for each of the 9 configurations and 

1 9{ ,..., } { ,..., }
9 9

k k k

 
    , representing that these 9 configurations are equally likely in 

the prior. 

 For the null component, we assume that there is no association between the genes 

and the markers. Each gene expression trait follows a normal distribution and each 

marker follows an independent multinomial distribution. The models for the expression 

and the markers are as follows. 

', { ' : 0}ig g ig gy g g I     ,  

2

0~ (0, )
iid

ig N  , 

2 2 2 2 2

0 0 0 0 0 0| ~ (0, / ), ~ ( , )
iid

g N k Inv v s     , 

'~ (1; ), { ' : 0}
iid

im m mx Multinomial m m J   , 

L
Diri L

mmmmm
021 ...),(~


 


. 

We then have the following explicit expression: 
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where m#


 denotes the observed genotype count vector for marker m and #k  denotes the 

observed genotype count vector for markers in module d among individuals with type k. 
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For example, if we observe 20 individuals having genotype “aa”, 40 individuals having 

genotype “aA” and 25 individuals having genotype “AA” for marker m, then 

}25,40,20{# m


. T

dn  is the number of individual types in module d; and I

dkn  is the number 

of individuals with type k in module d. 

 The prior distributions for the indicators are assumed to be as the following: 

1 1 1

( , , ) exp{ }
M
d

D D D
nG T

g m di G d M T d
d d d

P I J K c n c L c n
  

       

where , ,G M T
d d dn n n  are the number of genes, markers and individual types in module d. Gc , 

Mc  and 
Tc  are pre-fixed parameters to penalize partitions with high complexity. The full 

posterior distribution is 

( , , , , | , ) ( , , ) ( | , , ) ( , , | , , , )g m di di g m di g m di di g m diP I J K X Y P I J K P I J K P X Y I J K      

Updating the parameters with a large dimension is nontrivial. In addition, we do not 

fix the number of individual types, so that when a new individual type (k) is generated, 

we need to generate the corresponding parameters for the eQTL effect ( k ) and genotype 

frequency vector ( k ). Although it is possible to propose new parameters using the 

reversible jumping rule, the acceptance rate is usually very low. Here we adopt a more 

effective alternative using the idea of predictive updating [1]. With this updating scheme 

we integrate out all the parameters from their prior distributions and get the marginal 

posterior distribution for the indicators, which is the product of the following: 
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2. Modeling considerations 

 Several parameters need to be specified in our model, including the number of 

modules D , the penalty parameters ( , , )G M Tc c c , the hyper parameters for the modules 

2 2( , , ; , , ; )k v s k v s        and the hyper parameters for the null component ),,,( 0
2
000 svk . 

The module size D  is determined based on the prior information about the data set. In 

simulations, we found that as long as D  is as large as or larger than the true number of 
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modules in the data set, the algorithm can always detect module genes and their linked 

markers. What happens when D  is larger than the true number of modules in the data is 

that some modules appear to be empty (either with no genes or with no markers) because 

the posterior probability does not exceed the threshold. Thus in practice we need to 

choose the module size D  large enough based on the prior information in order to 

recover all the modules in the data. Through simulation studies, we found that the result 

is not sensitive to the penalty parameters ( , , )G M Tc c c  over a certain range. While the 

posterior probability changes a lot if we change these parameters, the final configuration 

remains approximately the same. More specifically, the rankings of the genes and 

markers in each module based on the posterior distribution are quite stable over a large 

range of the penalty parameters. The choices of 0 0 0, , , , ,k v k v    also do not significantly 

affect the final configuration, mostly because the information coming from the data 

outweighs the information from the prior. Given this stability, for simplicity we use 

parameter values 0 0 0 1, 1k v k v        . We choose 2
0s  as the empirical estimate 

of the variance of gene expression and set 2 2
0 / 2s s  . The magnitude of k  controls the 

prior information for the eQTL effect k . A smaller value corresponds to a wider spread 

and thus allows for more heterogeneity in the components and tends to favor 

configurations with a smaller number of individual types. We use 610k
  to maintain 

the model simplicity. The magnitude of v  controls the strength of the prior information 

for the variance of k . A larger value of v  together with a smaller value of 2s  tends to 

favor tighter clusters of individual types. Due to the small sample size in our study (~100 

individuals), we use 2 2
0/3 and /100v N s s   . 

 

3. Computation strategy 

Basic MCMC moves 

An exhaustive evaluation of all possible partition configurations is infeasible due to 

its ultra-high cardinality. Therefore, we construct a Markov chain to traverse the joint 

space of all possible partitions and module centers whose unique stationary distribution is 
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the measure of interest. Starting the Markov chain from a randomly selected point, we 

iterate sampling with the following seven types of moves: 

1. Sweep of the gene indicators. For each gene g in turn, we sample gI  from its 

conditional posterior distribution ( | , , , , , )g g m di diP I I J K X Y  . In other words, we 

calculate ( | , , , , , )d g g m di dip P I d I J K X Y    for 0,1,...,d D  and assign the 

gene g into module d with probability dp . 

2. Sweep of the marker indicators. For each marker m in turn, we sample mJ  from 

its conditional posterior distribution ( | , , , , , )m g m di diP J I J K X Y  . In other words, 

we calculate ( | , , , , , )d m g m di dip P J d I J K X Y    for 0,1,...,d D  and assign the 

marker m into module d  with probability dp . 

3. Sweep of the individual indicators. For each module d and each individual i, we 

sample diK  from its conditional posterior distribution 

( | , , , , , )di g m di diP K I J K X Y  . In other words, we calculate 

( | , , , , , )k di g m di dip P K k I J K X Y    for 1,..., T

dk n . If possible, we also 

calculate the probability that individual i belongs to a new individual type 

1T

dk n  . Then we assign the individual i into type k with probability kp . 

Special attention is paid when we generate a singleton type or when we remove a 

singleton type. 

4. Metropolis move of the module center. For each module d and each individual i, 

we propose a change from di  to di di    conditional on all the other parameters. 

The proposal is accepted according to the metropolis ratio. 

5. Exchange of individual indicators. For each module d, we randomly select two 

individuals in different individual types and propose to exchange their indicators. 

The metropolis ratio is calculated to determine whether we accept the exchange or 

not. 

6. Exchange a module marker with its adjacent marker. For each module in turn, we 

randomly select one of the module markers and propose to exchange its indicator 

with its adjacent marker indicator. This metropolis step accounts for linkage 



 8 

disequilibrium between adjacent markers. 

7. Exchange a module marker with a marker in the null component. For each module 

in turn, we randomly select one of the module markers. We then randomly select 

one of the markers in the null component and propose to switch their indicators. 

 

Parallel tempering 

 It has been observed that the MCMC samplers can be very sticky, especially when 

dealing with a large number of discrete variables. To help mixing, we implement parallel 

tempering [2]. Suppose the target distribution is )(x . We construct a temperature ladder 

Rttt  ...1 21  and define rt
r xx

/1
)()(   . The sampler space of the parallel 

tempering is the product space of r . The new target distribution is 

)()...()(),...,,( 221121 RRR xxxxxx    

The parallel tempering process consists of the following steps: 

1. Iterative sampling at each level Rr ,..,1 . 

2. For every 0N  (say 100) cycles of updating, propose a cycle of swaps starting 

from the highest temperature level. For 1, ...,1r R  , calculate the metropolis 

ratio 

11/ 1/

1 1 1

1 1

( ) ( ) ( )
min 1, min 1,

( ) ( ) ( )

r rt t

r r r r r

r r r r r

x x x

x x x

  


  



  

 

     
     

     

. 

Then we swap rx  and 1rx  with probability  . 

 

Global move of the individual indicators – splitting and merging 

Although we allow the individual types to vary across different modules, the 

chain of the individual indicators is still very sticky given that we update one individual 

indicator conditional on all the others. To address this problem we add two types of 

global moves to facilitate transversal of the MCMC chain: splitting and merging, which 

are special cases of reversible jump schemes [3]. In splitting, an individual type k with 

more than two individuals in a given module d is selected at random. A proposal of 

splitting it into two types is considered and then the Metropolis ratio is calculated to 

determine whether to accept the change or not. Because there are many ways to split an 
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individual type into two, many of the splits will be too random and so have no chance of 

getting accepted. Therefore, as a first step we run a two-means clustering algorithm on 

the module center { : }di diK k   and extract the means ( 1 2,  ) and the pooled variance 

of the two clusters. Each individual i is then assigned to either cluster according to a 

normal distribution on di , whose mean and variance are estimated as above. To 

guarantee reversibility, we check two types of consistency for a valid proposal. First, if 

the two estimated means are 1 2  , then we ensure that the two sample means of the 

module center after the proposed splitting satisfy 1 2k k  . Second, we sort the sample 

means of the module center before splitting as 1 ... ... T
d

k n
     . After splitting, we 

require that the new sample means satisfy 1 1 2... ... T
d

k k n
       . For the merging 

move, we first sort the sample means of the module center as 1 ... T
dn

   . Then we 

randomly select two adjacent groups and propose to merge them into one. These two 

types of MCMC moves greatly improve the mixing of the MCMC chains. 

 

Dimension change when updating the marker indicators 

To improve the sampling efficiency, we set a lower bound on the number of 

module markers during the burn-in period, and we gradually reduce the bound to one 

before the burn-in period ends. Because the number of multi-marker combinations 

increases exponentially as more markers are introduced, it is difficult to sample large 

number of interactions when starting with a small set of markers, unless the marker set in 

the current iteration contains partial interactions that have detectable effects. Therefore, it 

is advantageous to include a large number of markers at the beginning of the process as 

this will increase our chances of sampling true interacting markers. In simulation studies, 

we found that this approach effectively detected epistasis within a limited number of 

sampling steps. 

 

Forward summation for dependent markers 

Suppose there are L markers on chromosome 1, each having two genotype values 

0/1. Previously we modeled that the markers in the “null module” are mutually 

independent. To accommodate linkage disequilibrium among closely spaced markers, we 
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assume here that the genotypes of these L markers follow a first order inhomogeneous 

Markov chain with the transition function 
1( , ) ( | )t t tf i j P M j M i   . When no marker 

is linked to any module, it is easy to write down the joint probability of the L markers on 

the chromosome as  

𝑃 𝑀1 = 𝑚1, 𝑀2 = 𝑚2, … , 𝑀𝐿 = 𝑚𝐿 = 𝑝1 𝑚1  𝑓𝑡 𝑚𝑡 , 𝑚𝑡+1 
𝐿−1

𝑡=1
, 

where 𝑝1 𝑚  is the allele frequency of the first marker. 

However, if one or more markers are linked to some non-null modules, we have 

to model the linked markers using our module model previously described, and the joint 

probability of those unlinked markers needs to be conditioned on the values of the linked 

markers. More previously, suppose marker 𝑀𝑘   is the only marker on this chromosome 

that is currently linked to a module, i.e. 𝐽𝑘 = 1. Let 
[ ]kM 

 denote all markers but k. Then,  

𝑃 𝑀 −𝑘  𝑀𝑘 = 𝑙 =
𝑝1 𝑚1  𝑓𝑡 𝑀𝑡 , 𝑀𝑡+1 

𝐿−1
𝑡=1

𝑃 𝑀𝑘 = 𝑙 
. 

The denominator is 

𝑃 𝑀𝑘 = 𝑙 =  ⋯

1

𝑚𝑘−1=0

  𝑝1 𝑚1 × 𝑓1 𝑚1, 𝑚2 × 𝑓2 𝑚2, 𝑚3 × ⋯ × 𝑓𝑘−1 𝑚𝑘−1, 𝑙  

1

𝑚1=0

, 

This sum can be computed recursively: 

𝑔𝑡+1 𝑚 =  𝑔𝑡 𝑙 𝑓𝑡
1

𝑙=0
 𝑙, 𝑚 , 𝑡 = 1, … , 𝑘, 

with 𝑔1 𝑚 = 𝑝1 𝑚 . 

Now, we assume that two markers 𝑀𝑘  and 𝑀𝑗  (with 𝑘 < 𝑗) are linked with some 

module(s), with marker values 𝑀𝑘 = 𝑙1 and 𝑀𝑗 = 𝑙2, and the remaining markers are 

unlinked. Then, we need to compute 𝑃 𝑀𝑘 = 𝑙1, 𝑀𝑗 = 𝑙2  recursively by summing up the 

first k-1 marker variables, and then marker variables from 𝑘 + 1 to 𝑗 − 1. Again, starting 

with 𝑔1(𝑚) = 𝑝1 𝑚 , we compute 

𝑔𝑡+1 𝑚 =  𝑔𝑡 𝑙 𝑓𝑡 𝑙, 𝑚 ,
1

𝑙=0
 𝑡 = 1, … , 𝑘 − 1. 

Then, we define  𝑔𝑘+1 𝑙1, 𝑚 = 𝑔𝑘 𝑙1 𝑓𝑘 𝑙1, 𝑚 , and start another recursion:  

𝑔𝑠+1 𝑙1, 𝑚 =  𝑔𝑠 𝑙1, 𝑙 𝑓𝑠 𝑙, 𝑚 ,
1

𝑙=0
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for 𝑠 = 𝑘 + 1, … , 𝑗 − 1. Finally, 𝑔𝑗  𝑙1, 𝑙2  is our desired 𝑃 𝑀𝑘 = 𝑙1, 𝑀𝑗 = 𝑙2 .  

With the above calculations, we can update each marker in turn to see if it should 

be linked to a certain module. For example, suppose at the current iteration marker 𝑀𝑘  is 

already linked to a certain module. Then, the odds for another marker 𝑀𝑗  to be linked to 

the same module versus not linked to any module would be 

𝑃 𝑀 −𝑘 ,−𝑗  𝑀𝑘 , 𝑀𝑗  𝑃𝑚𝑜𝑑𝑢𝑙𝑒  𝑀𝑘 , 𝑀𝑗 , others 

𝑃 𝑀 −𝑘  𝑀𝑘 𝑃𝑚𝑜𝑑𝑢𝑙𝑒  𝑀𝑘 , others 
=

𝑃 𝑀𝑘 𝑃𝑚𝑜𝑑𝑢𝑙𝑒  𝑀𝑘 , 𝑀𝑗 , others 

𝑃 𝑀𝑘 , 𝑀𝑗  𝑃𝑚𝑜𝑑𝑢𝑙𝑒  𝑀𝑘 , others 
, 

where Pmodule represents the probability model for the markers when they are linked to 

certain modules, and P( ) are the probability distributions under the null Markov chain 

model. 

 

Missing data 

The problem of missing data is easily handled in the Bayesian framework by 

considering a joint distribution on an expanded parameter space that includes both the 

indicator variables and missing data. MCMC samplers then iterates between sampling the 

indicator variables conditional on the imputed missing data, as described above in the 

absence of missing data, and sampling the values for the missing data conditional on the 

indicator variables. This latter step draws the missing data from its predicted distribution. 

For example, if the value of a gene expression of an individual is missing, its predicted 

distribution given the indicator variables is a t-distribution. If the value of a marker 

genotype in an individual is missing, its predicted distribution given the indicator 

variables is a multinomial distribution whose frequency parameters are proportional to 

the sums of the pseudo counts in the prior and observed counts in the remaining data. In 

practice, we impute the missing data using some imputation techniques, such as k-nearest 

neighbor imputation, before applying our module algorithm to reduce the computation 

load. 

 

4. Simulation design 

We simulated 120 individuals with 500 binary markers equally spaced on 20 

chromosomes, each of length 100 cM, using the “qtl” package in R. This type of 

simulated population is similar in structure to previously described segregating yeast 
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populations [4]. We constructed eight eQTL modules, each consisting of 40 gene traits 

and two associated eQTLs positioned at marker loci. An additional 680 gene expression 

were randomly generated from a standard Gaussian distribution independently, giving 

rise to a total of 1000 gene expression traits. 

For each of the eight modules, we first simulated a “core gene” according to the 

corresponding regression model and the proportion of phenotypic variance attributable to 

the eQTLs [5], as depicted in Table 1(a). The heritability is defined as the fraction of 

variance in segregant phenotypes attributable to genetic factors. In each model, 

),0(~ 2
eNe   represents the environmental noise. The regression coefficient   in each 

model is chosen so that the heritability, 2222 /)( spsh   , is 0.6, where 2
s  and 2

p  

are the variances among phenotype values in the segregants and the pooled variance 

among parental measurements, respectively. Because the variance in the parental 

measurements reflects only measurement error, in the simulation we set 122  ep  . For 

example, in module B, where 1 2x xR I e   , it is easy to see that 14/22   s , thus 

we are able to solve for the value of 6   . Given the “core gene”, 40 gene expression 

traits were then generated independently from a Gaussian model so that the average 

correlation of these genes with the “core gene” was 0.5. The procedure was repeated 

independently 100 times. 

After simulation, we calculated the percentage of variation explained by the true 

model in a module. For example, for each gene in module B we calculated the sum of 

squares of the gene expression for all 120 samples ( totalSS ) and the residual sum of 

squares within the two sample groups: those with 1 2x x  and those with 1 2x x  ( resSS ). 

The percentage of variation explained by the model for this gene is 1 res totalSS SS . This 

value was calculated for all 40 genes in module B, and the average is listed in the third 

column of Table 1A. 

 

5. Results of the simulation study and graphical display 

We analyzed the simulated data sets using two methods: (1) our Bayesian partition 

method using parallel tempering [6] with 15 temperature ladders and 100,000 MCMC 
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iterations each, referred to as BP; (2) the two-stage regression method proposed by Storey 

et al  [7], referred to as SR. The trace and auto-correlation plots for one simulated data set, 

shown in Figures S5A and S5B, demonstrate that the Markov chain used in our method 

attained a stationary distribution after the burn-in period. SR is a special application of 

the step-wise regression. In the first stage, SR identifies the most significant marker for 

each gene expression trait based on the one-gene-one-marker regression model. It then 

proceeds to find the next most significant marker conditional on the previous detected 

marker for each gene. Permutation tests over all genes are carried out in each stage to 

control the overall FDR. 

To get a better understanding of the signal strength in each module, we divided the 

total genetic variance for a two-locus model into three components: the genetic variance 

at locus 1, the genetic variance at locus 2, and the epistatic (or interaction) variance using 

the classical analysis of variance [8-10]. In Table 1B, each row displays the genotype at 

the first locus, and each column indexes the genotype at the second locus. Each cell 

contains a genotypic mean and its respective frequency in parentheses. Given the 

genotypic means and frequencies at both loci, one can calculate the mean (  ) and the 

total genetic variance ( 2 ): 

       AB AB Ab Ab aB aB ab abp p p p  

2 2 2 2 2( ) ( ) ( ) ( )               AB AB Ab Ab aB aB ab abp p p p  

The amounts of genetic variance at locus 1 and locus 2 are: 

2 2 2
1 ( ) ( )       A A a ap p  

2 2 2
2 ( ) ( )       B B b bp p , 

where 

( ) /( ), ( ) /( )A AB AB Ab Ab AB Ab a aB aB ab ab aB aBp p p p p p p p            

( ) /( ), ( ) /( )B AB AB aB aB AB aB b Ab Ab ab ab Ab abp p p p p p p p            

The epistatic variance is defined as the amount of genetic variance not accounted for by 

the single-locus components. We calculated the average percentage of the single-locus 

variances and the epistatic variance for each module. These values are listed in the last 

three columns of Table 1A of the main text. 
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We compared the total number of the true gene-marker pairs detected in each module 

at various thresholds (Figure S1B). As expected, the SR method had a high failure rate 

when the marginal effects of both markers are weak, even at a very generous threshold. 

This can be seen in modules B, D, and H where no or very weak marginal effect is 

present and genetic variations are mainly explained by the epistasis. In modules E, F, and 

G where the major marker explains more than 70% of the genetic variation, the SR 

method detected the major marker in nearly 50% of the simulations at the 0.5 threshold, 

but not the minor marker (Figure S1B). Thus, the total numbers of the true gene-marker 

pairs detected by SR in these modules were only about 20 out of 80. In modules A and C 

where the marginal effects of the two marker are almost the same, the SR method 

detected one of the markers for some genes, but the detection rates were lower than those 

in modules E, F and G (Figure S1B) because neither marker has a very strong marginal 

effect. In contrast, the BP method performed superiorly in all eight modules.  

For a graphical illustration of the BP analysis, we simulated another dataset 

consisting of 120 individuals measured with 1000 genes and 500 markers. Given the 

haploid nature of the segregants, 500 binary markers are equally spaced on 20 

chromosomes, each of length 100cM, using the “qtl” package in R. We simulated four 

modules, A, B, C, D, each containing 60, 60, 40, and 40 genes, which are associated with 

3, 2, 1 and 2 markers, respectively. The associated markers are randomly selected and do 

not overlap. To mimic the inter-correlation of the genes in real gene expression data, we 

first generated a core gene R in each module according to the corresponding models 

depicted in Table S1. In each model, ),0(~ 2
eNe   represents the environmental noise. 

The regression coefficient   in each model is determined by the corresponding 

heritability, which is defined as 2222 /)( spsh   , where 2
s  and 2

p  are the variances 

of the phenotype values in the segregants and the pooled parental measurements, 

respectively. Because the variance in the parental measurements reflect only 

measurement error, we set 122  ep  . For example, in module B, 14/22   s , 

7.02 h , we thus have 3/28 . After generating the core gene, we simulated the 

gene expression traits in each module from a Gaussian model where the average 

correlation to the core gene is set as in Table S1 and genes in the same module are 
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independent conditional on the core gene. Finally, as in the previous simulation example, 

we calculated the percentage of variation explained by the true model averaged over all 

genes in a module, and listed in the last column of Table S1.  

As shown in Figure 4 of the main text, all of the genes in the null component were 

correctly classified. Most genes in the other four modules were also correctly classified. 

To find the linked markers in each module, we not only counted the marginal number of 

appearances for each marker in each module but also the number of joint appearances in 

order to account for the joint effect. The truly linked markers and the posterior inference 

are summarized in Table S2. We see that the truly linked markers were correctly 

identified for modules A, B and D. In module B, our method picked the true marker pair 

(490, 149) and marker pair (491, 149) with about 0.5 probabilities each. This is due to 

strong linkage between makers 490 and 491. In module C, our method correctly picked 

the true linked marker, 292, but then also picked up some false positive markers, albeit 

with a small probability. In all cases, our method correctly identified the truly associated 

markers with high posterior probabilities. 

 

6. Inferring causal relationships between expression traits 

For two expression traits 1T  and 2T  linked to the same locus L  in the yeast cross, there are 

four possible basic relationships as previously described[11]. 

 Causal model from 1T  to 2T . DNA variations at locus L  lead to changes in trait 1T  and 

that in turn lead to changes in trait 2T  ( 1 2L T T  ); 

 Causal model from 2T  to 1T . DNA variations at locus L  lead to changes in trait 2T  and 

that in turn lead to changes in trait 1T  ( 2 1L T T  ); 

 Conditional independent model. DNA variations at locus L  independently lead to 

changes in traits 1T  and 2T  ( 1 2T L T  ); 

  The complete model ( 1 2T L T  ). 

Given two modules associated with a common locus, the causality test is applied to all 

possible gene pairs between the two modules.  The p-value for declaring a causal relationship is 

1 20.05/(0.5* )d dn n , where 1dn  and 2dn  are sizes of the two modules. 
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8. eQTL modules in yeast 

 We applied our Bayesian method to the yeast data and obtained a list of 29 

modules.  Among these 29 modules, 20 are linked to a single eQTL while the remaining 

nine are linked to two eQTLs. Three of the nine linking to two eQTLs give rise to 

significant epistatic interactions between the two loci.  For modules linked to a single 

eQTL, the distribution of LOD scores for single transcripts at the associated markers is 

shown in the Supplementary Figure S2A.  We note that the LOD scores for 56.3% of 

transcripts were smaller than 4.35, the threshold corresponding to a genome-wide FDR of 

0.01; the LOD scores for 11.5% of transcripts were smaller than 1.45, corresponding to a 

point-wise FDR of 0.01.  These results highlight that greater than 50% of the marker-

transcript associations in the single marker modules cannot be identified by simple 

pairwise analysis.   Even though some marker-transcript associations are weak, most 

transcripts in each module are significantly correlated and share coherent GO biological 

processes as we show below.  Because the Bayesian partition method leverages the 

covariance information in a module, it has qa greater power to detect true associations.  

In addition, the Bayesian partition method can group transcripts linked to the same 

marker into multiple modules that may represent different causal factors (as was 

highlighted for modules 1, 2 and 4) or causal/reactive relationships between modules (as 

was highlighted for modules 26 and 28). 

For double-marker modules, the distribution of LOD scores for transcripts 

associated with the markers corresponding to the modules is shown in the Supplementary 

Figure S2B.  The LOD scores for 69% and 32.5% of the transcripts at the associated 

markers were smaller than 4.35 and 1.45, respectively, thresholds corresponding to a 

genome-wide FDR of 0.01 and point-wise FDR of 0.01, respectively.  Given that there 

are more transcript-marker associations (69%) for double-markers modules that are 

smaller than the 4.35 LOD score threshold, compared to 56.3% for single-marker 

modules, these results likely reflect the generally weaker transcript-marker associations at 

the second markers. Only 10% (15 out of 151) of the transcripts in the double-marker 

module were linked to both markers with LOD scores above 4.35. These results suggest 
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that most of the transcript-marker associations in the double-marker modules cannot be 

found by focusing only on the strong associations. 

We tested the enrichment of these modules using GO terms, Rosetta knockout 

compendium [12] and transcription factor binding sites [13]. The results are listed in 

Table S1. 

Module 1 consists of 38 genes which are mapped to chromosome II: 548401, No 

GO term, knockout signature, or TF binding site is enriched in the module. It does not 

overlap with any of the 13 eQTL hot spots. 

Module 2 consists of 33 genes which are mapped to chromosome II: 548401. 

There is neither GO term nor TF binding site enriched in the module. SHE4 knockout 

signature is enriched in the module (corrected p-value= 0.022 ). It overlaps with eQTL hot 

spot 2 (corrected p-value= 117.47 10 ).  

Module 3 consists of 16 genes that are mapped to chromosome II: 548401 and 

chromosome III: 177850. The GOCC cell wall is enriched in the module (corrected p-

value= 41.5 10 ). Six gene knockout signatures and three TF binding sites are enriched in 

the module, listed in Table S1. Binding sites for ACE2, a transcription factor that 

activates expression of early G1-specific genes, localizes to daughter cell nuclei after 

cytokinesis, are enriched in the module (corrected p-value= 52.46 10 ). It overlaps with 

eQTL hot spots 2 and 3 (corrected p-value= 101.24 10  and 0.0035). The genetic 

structure based on a regression model of the first principal component of this module is 

Y=-3.5016+5.5841*M1-0.6669 M2+1.9564 M1:M2  ,  

where M1 and M2  are genotypes at the linked markers 1 and 2, respectively.  The p-

values for the first marker, the second marker and their interactions are 162 10 , 0.0672  

and 56.63 10 , respectively, suggesting strong interaction between the two loci. Two 

candidate regulators AMN1 and BPH1 are located at these two loci. Details are described 

in the main text. 

Module 4 consists of 137 genes that are linked to chromosome II: 548401. This 

module is enriched for genes with GOCC nucleolus (corrected p-value= 737.84 10 ). 

Nine gene knockout signatures are enriched in the module, including RPL27A, RPL8A, 

BUD21 and BUD22.  No TF binding site is enriched in the module. Using the de novo 
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motif finding algorithm AlignACE [14], we found that this module is highly enriched 

with the motif elements PAC (GCGATGAGATG, MAP score=389.081) and RRPE 

(TGAAAAATTT, MAP score=308.639), which have been previously conjectured to be 

interacting in the regulation of the rRNA transcription genes [15-16].  

Module 5 consists of 75 genes that are linked to chromosome II: 548401. There is 

neither GO term nor gene knockout signature enriched in the module. MBP1's binding 

sites are enriched in the module (corrected p-value= 0.0096 ). AlignACE was also applied 

to this module. The PAC (MAP score=34.573) and RRPE (MAP score=33.917) motifs 

are much less enriched in this module compared to module 4. 

Module 6 contains 38 genes that are mapped to chromosome II: 602012. GOBF 

protein disulfide isomerase activity is enriched in this module (corrected p-value =

45.26 10 ). Two gene knockout signatures and one TF binding site are enriched in the 

module. 

Module 7 consists of 83 genes that are mapped to chromosome III: 79091 and 

chromosome XV: 170945. GOBP 'de novo' IMP biosynthesis is enriched in the model 

(corrected p-value= 43.17 10 ). There are 17 gene knockout signatures and two TF 

binding sites enriched in the module including GCN4 knockout signature and GCN4 

binding site. This module overlaps with eQTL hot spot 4 on chromosome III, hot spots 10 

and 12 on chromosome XV. The genetic structure based on a regression model of the first 

principal component of this module is 

Y=-0.1969 - 4.5798 M1+5.0811 M2-0.7319 M1:M2   . 

The p-values for the first marker, the second marker and their interaction are 0.000487 , 

-59.70 10  and 0.70 , respectively. The model suggests that the two eQTLs have an 

additive effect on this module but no interaction effect. ILV6 is the only gene with cis-

eQTL at chromosome III locus in this module. There is no gene with cis-eQTL on 

chromosome XV in this module.  

Module 8 consists of 69 genes that are linked to chromosome III: 79091. GOBP 

histidine biosynthesis is enriched in the module (corrected p-value= 0.01). There are 53 

gene knockout signatures and two TF binding sites enriched in the module. 
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Module 9 consists of 61 genes that are linked to chromosome III: 79091. There is 

neither GO term nor TF binding site enriched in the module. Seven gene knockout 

signatures are enriched in the module. 

Module 10 consists of 18 genes which are linked to chromosome III: 81832. 

GOBP branched chain family amino acid biosynthesis is enriched in the module 

(corrected p-value= 31.76 10 ). 18 gene knockout signatures are enriched in the module. 

LEU3 binding site is enriched in the module (corrected p-value= 91.07 10 ). 

Module 11 consists of 52 genes which are linked to chromosome III: 81832 and 

chromosome VIII: 84437. GOCC nuclear chromosome is enriched in this module 

(corrected p-value= 94.41 10 ). Three gene knockout signatures and two TF binding sites 

are enriched in the module. The genetic structure based on a regression model of the first 

principal component of this module is 

Y=0.7310+3.3015 M1-4.4392 M2+1.3355 M1:M2   . 

The p-values for the first marker, the second marker, and their interaction are 0.00481 , 

-51.74 10 , and 0.37 , respectively. The interaction between the two loci is not significant. 

Module 12 consists of 13 genes that are linked to chromosome III: 201166 and 

chromosome VIII: 111679. The GOBP regulation of transcription from RNA polymerase 

II promoter is enriched in the module (corrected p-value= 0.0094 ). One gene knockout 

signature is enriched in the module. There is no TF binding site enriched in the module.  

The genetic structure based on a regression model of the first principal component of this 

module is 

Y=-2.5886+4.3786 M1-0.7028 M2+3.08 M1:M2   . 

The p-values for the first marker, the second markers and their interaction are -162 10 , 

0.00791  and -132.05 10 , respectively. The interaction between the two loci is significant. 

Previous study [17] has experimentally validated that the interaction between MAT on 

chromosome III locus and GPA1 on chromosome VIII locus affects this group of genes. 

Module 13 consists of 9 genes that are linked to chromosome III: 201166. There 

is no GO term enriched in this module. Ten gene knockout signatures three TF binding 

sites are enriched in the module. This module is negatively correlated with the module 12 

( 0.77r   ). 
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Module 14 consists of 13 genes that are linked to chromosome V: 116530. GOBP 

'de novo' pyrimidine base biosynthetic process is enriched in the module (corrected p-

value= 43.55 10 ). Four gene knockout signatures are enriched in the module. No TF 

binding site is enriched. 

Module 15 consists of 44 genes that are linked to chromosome VIII: 111690. 

GOCC mating projection tip is enriched in the module (corrected  p-value= 87.44 10 ). 

Twenty gene knockout signatures and three TF binding sites are enriched in the module, 

including knockout signatures and TF binding sites for both DIG1 and STE12.  

Module 16 consists of 10 genes that are mapped to c chromosome X: 22315 and 

chromosome VI: 28041. GOBP aldehyde metabolism is enriched in the module 

(corrected p-value= 81.16 10 ). Neither gene knockout signature nor TF binding site is 

enriched in the module. The genetic structure based on a regression model of the first 

principal component of this module is 

Y=-0.7776-4.1667 M1+1.5344 M2+1.7623 M1:M2   . 

The p-values for the first marker, the second marker and their interaction are -162 10 , 

57.04 10  and 0.00097 , respectively. The interaction between the two loci is significant. 

AAD10, a putative aryl-alcohol dehydrogenase, is a cis-gene linked to the chromosome X 

locus. Six of the 10 genes in the module share similar sequences of AAD6 and AAD16, 

which are physically located at the chromosome VI locus. The result suggests that the 

two loci and their interaction are due to cross-hybridization. 

Module 17 consists of 11 genes that are linked to chromosome XII: 659357 and 

chromosome XIII: 430164. There is neither GO term nor TF binding site enriched in the 

module. Twelve gene knockout signatures are enriched in the module. The genetic 

structure based on a regression model of the first principal component of this module is 

Y=-0.1592+2.8327 M1-2.1231 M2-0.1164 M1:M2   . 

The p-values for the first marker, the second marker and their interaction are -55.2 10 , 

48.49 10  and 0.90 , respectively. Ten of 11 genes share similar sequences as PAU 

genes. It is likely that this module is due to cross hybridization.  

Module 18 consists of 45 genes that are linked to chromosome XII: 662627 and 

chromosome III: 79091.  GOBP ergosterol biosynthesis is enriched in the module 
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(corrected p-value= -281.9 10 ). Six gene knockout signatures are enriched in the module. 

HAP1 binding site is enriched in the module (corrected p-value= -231.1 10 ). The genetic 

structure based on a regression model of the first principal component of this module is 

Y=2.4752-7.72042 M1+3.2330 M2-2.1490 M1:M2   . 

The p-values for the first marker, the second marker, and their interaction are -162 10 , 

71.93 10 , and 0.0148 , respectively. The regression model indicates that the major part 

of the genetic variation comes from the marginal effects of the two eQTLs. This module 

significantly overlaps with the eQTL hot spot 8 where HAP1 was predicted as the causal 

regulator [18]. However, HAP1 itself is in the noise module due to its negative 

correlation with the module genes (average correlation is -0.48). Even though HAP1 is 

not in this module, the module is not only enriched for genes with HAP1 binding site, but 

also is enriched for the HAP1 knockout signature (p-value= -311.19 10 ). Thus, HAP1 is 

the causal regulator at the first locus. It is worth to note that the second eQTL on 

chromosome III is also a major hot spot for amino acid metabolic process. Although the 

effect of the second eQTL is strong (p-value= 71.93 10 ) in the above model, the 

marginal effect is weak (p-value= 0.00316 ) without conditional on the first eQTL, as 

Y=-1.2605+2.8235 M2 . 

Module 19 consists of 34 genes that are linked to chromosome XII: 1056097 and 

chromosome IV: 1525327. GOBP telomerase-independent telomere maintenance is 

enriched in the model (corrected p-value= -104.2 10 ). Eleven gene knockout signatures 

are enriched in the module. No TF binding site is enriched. The genetic structure based 

on a regression model of the first principal component of this module is 

Y=-4.0217+5.2371 M1+3.5512 M2-1.6520 M1:M2   . 

The p-values for the first marker, the second marker and their interaction are -92.98 10 , 

68.4 10  and 0.134 . The regression model indicates that the genetic variation is 

explained mainly by the marginal effects of the two eQTLs. YRF1-4, YRF1-5, and 

YLR462W are physically located at the first locus; YRF1-1 and YER189W are at the 

second locus. Twenty-five genes in the module share high sequence similarity to YRF1-1 

and YRF1-4. The rest nine genes are at telomeres and also share sequence similarities 

among themselves (YPR203W, YFL065C and YLR462 are similar; YEL075C, 
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YER189W, YFL064C and YPR202W are similar). YRF1 genes are found in telomeric Y' 

elements and encode a DNA helicase. YRF1 genes are induced in survivors defective for 

telomerase [19]. Main perturbation may be telomere length variation at chromosomes IV 

and XII between the two strains. Then, cross-hybridizations give rise to the complex 

genetics of the module. 

Module 20 consists of 21 genes that are linked to chromosome XIII: 49903 and 

chromosome X: 327852. No GO term is enriched in the module. Four gene knockout 

signatures are enriched in the module. Binding sites for two TFs BAS1 and ZAP1 are 

enriched (corrected p-value= 0.046  and  89.51 10 , respectively). The genetic structure 

based on a regression model of the first principal component of this module is 

Y=-0.5528+3.4727 M1-1.9648 M2-1.1304 M1:M2   . 

The p-values for the first marker, the second marker and their interaction are -51.14 10 , 

0.011  and 0.27 , respectively. ZAP1 binding site is enriched in the module. Previous 

research [20] has identified a similar module and hypothesized that a regulator at 

chromosome XIII locus regulates the expression of ZAP1, and then ZAP1 expression and 

ZAP1 genotype together affect ZAP1 target genes. 

Module 21 consists of 81 genes that are linked to 4XIV: 449639. The GOCC 

endoplasmic reticulum is enriched in the module (corrected p-value= 79.68 10 ). Two 

gene knockout signatures are enriched in the module. No TF binding site is enriched in 

the module. 

Module 22 consists of 52 genes that are linked to chromosome XIV: 486861. The 

GOBF structural constituent of ribosome is enriched in the module (corrected p-value =

321.17 10 ).  Two gene knockout signatures are enriched in the module. No TF binding 

site is enriched in the module. 

Module 23 consists of 68 genes that are mapped to chromosome XIV: 486861. 

The GOCC Arp2/3 protein complex is enriched in the module (corrected p-value =

48.10 10 ). Neither gene knockout signature nor TF binding site is enriched in the 

module. 

Module 24 consists of 39 genes that are linked to chromosome XIV: 449639. The 

GOBP nuclear pore organization and biogenesis is enriched in the module (corrected p-
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value= 0.007 ).  Neither gene knockout signature nor TF binding site is enriched in the 

module. 

Module 25 consists of 77 genes that are linked to chromosome XIV: 486861. The 

GOCC mitochondrial inner membrane is enriched in the module (corrected p-value =

55.12 10 ).  No knockout signature is enriched in the module. 

Module 26 consists of 83 genes that are linked to chromosome XV: 170945. The 

GOBP response to stress is enriched in the module (corrected p-value= 71.99 10 ). 

Thirty-three gene knockout signatures are enriched in the module. MSN4 binding site is 

enriched in the module (corrected p-value= 43.83 10 ). 

Module 27 consists of 45 genes that are linked to chromosome XV: 170945. No 

GO term, knockout signature or TF binding site is enriched in the module. 

Module 28 consists of 74 genes that are linked to chromosome XV: 170945. The 

GOBF fructose transporter activity is enriched in the module (corrected p-value= 0.0092 ). 

Four knockout signatures are enriched in the module. No TF binding site is enriched in 

the module. 

Module 29 consists of 42 genes that are linked to chromosome XV: 563943. The 

GOCC respiratory chain complex III is enriched in the module (corrected p-value =

127.9 10 ). Ten gene knockout signatures are enriched in the module. Binding sites for 

five TFs (HAP1-5) are enriched in the module. 

 

8. Multiple modules linked to complex eQTL hot spots in yeast 

Although we did not explicitly model pleiotropic effects for markers (i.e., single 

markers were not allowed to be associated with expression traits in multiple modules), we 

are able to link multiple modules to the same markers as described in the Methods section. 

Several modules are linked to loci that correspond to previously identified eQTL hot 

spots [18].  These modules are either causally/reactively related with respect to the linked 

locus, or they are linked to the same locus due to the short physical distance between the 

target markers.  For example, modules 4 and 5 are tightly correlated. Genes in module 5 

are less correlated with each other (average correlation=0.404) than genes in module 4 

(average correlation = 0.716), and their LOD scores with respect to the chromosome II 

locus are on average smaller than the LOD scores for genes in module 4. To further 
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explore the relationship between module 4 and module 5, we carried out a causality test 

[11] to all gene pairs between these two modules. As shown in  Figure S3 (a), among the 

137 genes in module 4, 117 are “causal” (corrected p-value<0.05) to one or more genes 

in module 5, while only four out of the 75 genes in module 5 are causal to one or more 

genes in module 4. This suggests that module 4 may reflect the primary effect and 

module 5 a secondary response. 

Modules 7 to 11 are linked to the same locus on chromosome III, and modules 7-10 

significantly overlap with the eQTL hot spot 4 (Table 2). It was previously demonstrated 

that LEU2 and ILV6 are causal regulators for this hot spot [21]. It is of particular note 

that LEU2 has been placed in the null module because it is negatively correlated with the 

genes in modules 7-10. In fact, the average of the correlation coefficients for LEU2 

expression and genes in modules 7-11 are -0.264, -0.361, -0.271, -0.644, and 0.219, 

respectively. On the other hand, ILV6 was placed in module 7. The LEU2 knockout 

signature overlaps significantly with modules 8 (p-value= 142.19 10 ) and 10 (p-value=

81.36 10 ) but not modules 7, 9 and 11, while the ILV6 knockout signature overlaps 

significantly with modules 7-10 (p-value= 128.78 10 , 133.61 10 , 62.65 10 , and 

93.57 10 , respectively). These results suggest that there are multiple causal regulators 

for this eQTL hot spot and that our method is sensitive enough to dissect the difference. 

 Modules 26-28 are linked to a locus on chromosome XV that is coincident with 

eQTL hot spot 12, with all modules significantly overlapping with genes linked to this 

locus (p-value = 101.08 10 , 113.11 10 , and 119.01 10 , respectively). The average 

intra-module correlation for module 26 (0.731) is higher than that for modules 27 (0.409) 

and 28 (0.459). PHM7 was previously identified and validated as a causal regulator for 

this hot spot [21]. The PHM7 knockout signature significantly overlaps with modules 26 

and 28 (p-value= 58.93 10  and 0.0016 , respectively). When compared to a previously 

constructed yeast knockout compendium [12], module 26 overlaps with 33 knockout 

signatures, while module 28 overlaps with only four of the knockout signatures (three of 

the four also overlap with module 26). Application of a causality procedure [11] revealed 

that 52 genes (out of 83) in module 26 were supported as causal for at least one gene in 

module 28, while only six genes (out of 74) in module 28 were supported as causal for at 

least one gene in module 26 (Figure S3 (b)). These results indicate that genes in module 
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26 serve as the primary response to the causal perturbation of PHM7 and genes in module 

28 serve as the secondary response. Other causal regulators for module 27 that are 

independent of PHM7 may exist. 
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