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1 Complete carbon assimilation model

We specify here the complete integrated model introduced in the Results section of the main
text, describing the regulatory control of glycolysis/gluconeogenesis in E. coli. The metabolic
part is essentially based on previous models by Bettenbrock et al. [3], Kremling et al [4] and
Chassagnole et al. [5] which we complete with few additional biochemical reactions, such as
the one for pyruvate uptake. The pentose-phosphate pathway (PPP) is not explicitly described
in the model but we take into account that a small pool of G6P escapes the upper part of
glycolysis. The part of the G6P flux that enter PPP amounts to about a fifth of the G6P flux,
when E. coli cells are grown on minimal medium with glucose [8], and four fifths of the G6P
flux when cells are grown on pyruvate. The concentrations of the cofactors (ATP, NADP, etc.)
are assumed to be constant and considered as parameters in the present model.

The network controlling the expression of the global regulators is based on Ropers et
al. [6, 7]. It includes the control of the DNA supercoiling level, the accumulation of the
sigma factor RpoS and the Crp·cAMP complex, and it is extended with the addition of the
fructose repressor FruR. The genetic regulation of glycolytic and gluconeogenic enzymes by the
Crp·cAMP complex and FruR establishes a connection between the genetic and the metabolic
parts of the system. All information on the transcriptional regulation of the considered genes
is amply documented in curated databases [9] and in related literature (see Table 2). Unless
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there is evidence to the contrary, as for instance in the case of RpoS, protein degradation rates
are assumed not to be specifically regulated.

Changes in the external environment (e.g., in glucose concentration) are sensed via the
PEP:phosphotransferase system (PTS). The PTS system is described in a simplified way,
following [4]: the four PTS proteins are represented as a single component PTS, whose phos-
phorylation state is considered as representative for the phosphorylation state of the protein
EIIAglc. In our model, the phosphorylated PTS is considered as an activator of Cya, the
enzyme catalyzing the synthesis of the regulatory effector cAMP.

The resulting model has the general form of Eq. 1 of the main text and includes several
variables of different nature, i.e. proteins, metabolites and complexes, which are listed in
Table 1. The functions v(x) describing the reaction rates are not explicitly defined, but the
dependencies of the rate laws on specific variables are provided. For example, the reaction
catalyzed by the pyruvate kinase (PykF), converting PEP into pyruvate, is indicated as the
reaction rate v53(x10, x30, x24). It depends on the concentration of PykF (x10), of its substrate
PEP (x30) and on the concentration of its allosteric effector FBP (x24). The signs of partial
derivatives ∂v(x)/∂x are also given, according to the convention of positive fluxes in the
glycolytic direction (Table 2). Therefore, ∂v53/∂x10 is positive, as an increase in the enzyme
concentration leads to an increase of the reaction rate in the glycolytic direction. The same
is true for ∂v53/∂x30 > 0. The effect of the allosteric regulation is also specified by the sign
of the corresponding partial derivative. In particular, FBP is an allosteric activator of PykF
activity and thus ∂v53/∂x24 is positive.

2 Reduced carbon assimilation model

The reduction of the carbon assimilation model requires a preliminary definition of fast and
slow variables, based on the identification of fast and slow reactions (see Sec. 1 of Text S1).
The transformation matrix T is too big to be shown here, so we report the fast and slow
variables in tabular form (Table 4). With the above definition of the variables, our system of
equations can be rewritten as two subsystems, a slow and a fast one, summarized in Table 5.
In doing this we made the following assumptions. The concentrations of DHAP and G3P are
lumped together in a single variable, the total amount of PTS is considered constant and by
convention we take its phosphorylated form as an independent variable. We thus obtain an
ODE system consisting of 21 slow variables and 17 fast variables. Four of the slow variables
can be eliminated, by assuming that the concentrations of constitutively expressed enzymes
(Pgi, Fbp, TpiA, and GpmI) are constant and fixed at the steady-state value.

We apply the QSS approximation to the reformulated system, by putting the time deriva-
tive of fast variables equal to 0. This results in a system of algebraic equations that we
further simplify by distinguishing between two possible growth conditions for the bacteria,
either growth on glucose or on pyruvate. In each growth condition, we fix a net direction for
the metabolic fluxes (see Methods section in the main text), and we thus obtain two distinct
models for glycolysis and gluconeogenesis.

2.1 Glycolysis model

During growth on glucose, net fluxes flow from G6P to pyruvate [10], and to the TCA cycle.
Glucose uptake is performed via the PTS system and is described by a rate (v65) that depends
on the PTSp concentration [10]. Some of the fluxes, specific for growth on pyruvate, such as
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those arising from the reactions catalyzed by phosphoenolpyruvate synthase (PpsA), and by
fructose-biphosphatase (Fbp), are negligible during glycolysis. The corresponding fluxes (v54
and v46, respectively) are put to 0. Moreover, the variables corresponding to the enzymes (xs11
for PpsA) and (xs3 for Fbp) are omitted from the model. This yields the reduced glycolysis
model M2

glyco.

Equations for model M1
glyco, excluding allosteric effects, are the same as those for M2

glyco,

but the fluxes v53(x
s
10, x

f
8 , x

f
3) and v45(x

s
2, x

f
2 , x

f
8) are now considered to be independent of the

concentrations of FBP (xf3) and PEP (xf8), respectively. That is, ∂v53/∂x
f
3 and ∂v45/∂x

f
8 are

set to 0.

2.2 Gluconeogenesis model

When glucose is depleted, E. coli starts to take up alternative carbon sources such as organic
acids [10]. Model Mneo considers the case in which pyruvate is employed as the main carbon
source and converted to G6P via the gluconeogenic pathway. Similarly to the glycolytic model,
we do not consider fluxes that are negligible during growth on pyruvate. As a result, the fluxes
of reactions catalyzed by phosphofructokinase (PfkA) and pyruvate kinase (PykF) (v45 and
v53, respectively) are set to 0. Moreover, the variables corresponding to the enzymes (xs2 for
PfkA) and (xs10 for PykF) are omitted from the model. The glucose uptake flux v65 and the
pyruvate export flux v63 are also set to 0. This yields the reduced glycolysis model M2

glyco.

In the absence of allosteric regulation (model M1
neo), the flux v46(x

s
3, x

f
1 , x

f
3 , x

f
8) does not

depend on the PEP concentration (xf8), that is, ∂v46/∂x
f
8 is set to 0. The other equations for

model M1
glyco are the same as for M2

glyco.

3 Derivation of interaction matrix for the reduced carbon as-

similation model

We start from the reduced system of equations in Table 5, adapted for the glycolysis and
gluconeogenesis cases as described in Sec. 2, and we apply the method presented in the main
text. The aim is to infer the structure and the signs of the network of direct and indirect
interactions between genes, for both the glycolysis and gluconeogenesis models. We remember
from Sec. 2 in Text S2 that the main steps are

1. Compute the symbolic Jacobian M of the fast system and its inverse M−1.

2. Compute the sign of the dependency of fast coupling variables (Crp·cAMP, free FruR,
DNA supercoiling and RpoS·RssB complex) on the slow variables (enzymes, global reg-
ulators).

3. Compute the symbolic Jacobian J of the slow system.

4. Derive the interaction matrix between slow variables of the system, given by the sign of
the elements of J .

For both Mglyco and Mneo, inspection of the stoichiometry matrix reveals the existence
of three independent fast subsystems, each corresponding to a block in the stoichiometry
matrix, describing changes in the DNA supercoiling level, RpoS degradation and glycoly-
sis/gluconeogenesis, respectively. This allows step 1 to be performed independently for each
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subsystem, thus simplifying the analysis and the computational costs of matrix inversion
(Sec. 1 of Text S1). We notice here that the DNA supercoiling and RpoS modules do not
depend on the specific growth conditions, so the computation is exactly the same in both the
glycolytic and gluconeogenic case.

Most of the difficulties concern the third and largest module, which includes the enzy-
matic reactions involved in glycolysis/gluconeogenesis as well as cAMP synthesis and degra-
dation, Crp·cAMP complex formation and the PTS signaling system. Indeed, 13 of the 17
fast variables of the network are included in this subsystem. In order to simplify the symbolic
computation, we reduced the size of the Jacobian M by solving the algebraic equations for
the complex formation reactions in the model. All symbolic computations, including matrix
inversion, were performed using the Symbolic Math Toolbox (MathWorks). The MATLAB
input files are available from the authors upon request.

3.1 Results for the gluconeogenesis model

In the Results section of the main text the interaction matrix of the glycolytic model M2
glyco

was shown. We report here the interaction matrix for growth on pyruvate, computed from
M2

neo (Table 6). We remind that genes pykF andpfkA do not appear as the corresponding
enzymes were not included in the gluconeogenic model (Sec. 2.2). Non-regulated genes are
also omitted from the matrix as their expression was assumed constant.

Bold signs indicate the dependencies that are due to allosteric effects and that are absent
in the matrix J obtained from M1

neo. We stress that, unlike the glycolytic case, the gluconeo-
genesis network is completely sign-determined, both with and without allosteric regulation.
Both for M1

neo and M2
neo conditions C1-C4 are satisfied and the sign-determinedness is guar-

anteed. In particular, no antagonistic effects of Crp·cAMP and free FruR occur, as can be seen
in Fig. 1B and D which compares the gene regulatory networks obtained from both models.
During growth on pyruvate, in fact, the control of Crp·cAMP and free FruR concentrations
does not involve the same glycolytic enzymes.

3.2 Results for the glycolysis model

In comparison with gluconeogenesis, the control of glycolysis is more complex. Networks for
both M1

glyco and M2
glyco are denser than their counterparts for growth on pyruvate (Fig. 1).

In model M1
glyco, enzyme PykF is involved in the concentration control of both Crp·cAMP

and free FruR, which have several common targets (pgk, gapA and fbaA). This is not allowed
by condition C4. However, as the effect of PykF on the expression of the genes is the same,
regardless of the intermediate fast coupling species, the sign-determinedness of the network
is preserved. In particular, the concentration control coefficient of Crp·cAMP with respect to
PykF is negative and Crp·cAMP activates the above-mentioned glycolytic genes, whereas the
concentration control coefficient of free FruR with respect to PykF is positive and FruR is an
inhibitor of the target genes.

In the presence of allosteric effects, the symbolic expressions obtained for the elements
of J can be very complex and condition C3 on the concentration control coefficients is not
always satisfied. To illustrate this, we report two symbolic expressions, defining the effect
during glycolysis of the Eno and PykF enzymes on the concentration of the metabolite FBP
(and thus on free FruR). In order to facilitate the interpretation of the expressions below, we
reformulate them by using the absolute value of negative partial derivatives.
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The stability condition for the fast system imposes (−1)n−mD > 0, where n − m is the
system dimension (see the Methods section of the main text). In our case, given the even
number of fast equations in the system, D is thus positive. As the expression in the numerator
is also positive, this information is sufficient to infer that the sign of the concentration control
coefficient ∂xf3/∂x

s
10 is negative, that is, the FBP concentration decreases in response to an

increase in the PykF concentration.
In contrast, the control coefficient of FBP with respect to Eno, ∂xf3/∂x

s
9, involves a dif-

ference between positive terms and therefore gives rise to an ambiguity. The computation
of the dependency of FBP on FbaA, GapA, and Pgk also leads to an ambiguity, caused by
the same algebraic subexpression as that occurring in the numerator of ∂xf3/∂x

s
9. This means

that all undefined cases can be simultaneously solved by an experimental measurement of FBP
dependence on either Eno, FbaA, GapA, or Pgk. As reported in the main text, we used data
from [11] showing that an overexpression of FbaA decreases FBP levels. This allowed us to
satisfy condition C3, defining the sign of all free FruR concentration control coefficients.

On the other hand, condition C4 cannot be satisfied. In model M2
glyco, in fact, almost

all enzymes participate in both the control of Crp·cAMP and free FruR. This gives rise to a
competitive control of genes pgk, gapA, and fbaA by enzymes Eno, Pgk, GapA, and FbaA that
cannot be resolved without additional quantitative information on gene expression patterns.
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4 Feedback loops in carbon assimilation network

From Eq. 6 in the main text we recover a matrix G = sign(J ) ∈ {−1, 0,+1} containing the
signs of the elements of the Jacobian matrix. The complexity of the emerging network can be
characterized by its connectivity and by the number and length of the feedback loops.

Formally, a feedback loop is defined as a non-empty sequence L of matrix elements, say

gi1i2 gi2i3 . . . gil−1il , (4)

such that (i) il = i1 (the sequence is a circuit) and (ii) ij 6= ik for all j, k ∈]1, l[ (the circuit
is elementary) [13, 14]. A feedback loop is said to be positive if the product of the signs of
the elements in Eq. 4 is positive. Otherwise, it is said to be negative. The maximal loop
length is defined as maxL l, for all L ∈ G. Enumeration of the feedback loops is performed
by a simple recursive algorithm that, starting from each possible index i, visits all connected
elements (i.e., gik 6= 0), and checks for circuits.

The connectivity of a gene i is defined as the cardinality of the set {k | gik 6= 0}, i.e.
the number of its regulating proteins. At the network level we simply consider the average
connectivity per gene.

The above measures are used in the main text to compare the networks obtained from
the glycolysis and gluconeogenesis models. To put the analysis in perspective we defined a
reference model of the network, M0, as including only direct interactions on the transcriptional
level. This model thus account for purely transcriptional dependencies between genes, which
are not mediated by metabolism. Strictly speaking, the direct interactions are given by the
first term in the right-hand side of Eq. 6 in the main text, e.g., the regulation of topA by Fis.
We relax the definition somewhat by including the regulation exerted by transcription factors
modified by metabolic effectors, such as Crp, which are formally included in the second term
of Eq. 6. This allows our results to be compared with those obtained in previous studies.
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Figure 1: Reconstructed networks of direct and indirect interactions for all consid-

ered models. A: Network for model M1
glyco, during glycolysis and without the inclusion of

allosteric regulation. B : Network for model M1
neo, during gluconeogenesis and in the absence

of allosteric regulation. C : Network for model M2
glyco for glycolysis. Allosteric regulation gives

rise to additional control of the Crp·cAMP concentration by glycolytic enzymes. D : Network
for model M2

neo for gluconeogenesis. In this case, the presence of allosteric regulation is
responsible for the control of free FruR concentration by glycolytic enzymes.
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Name Variable Name Variable

Pgi x1 Pfka x2

Fbp x3 FbaA x4

TpiA x5 GapA x6

Pgk x7 GpmI x8

Eno x9 PykF x10

PpsA x11 Cya x12

free Crp x13 Fis x14

free GyrAB x15 free GyrI x16

TopA x17 free RpoS x18

free RssB x19 Stable RNAs x20

free FruR x21 G6P x22

F6P x23 FBP x24

DHAP x25 G3P x26

DPG x27 3PG x28

2PG x29 PEP x30

Pyr x31 PTS x32

cAMP x33 PTSp x34

Crp·cAMP x35 FruR·FBP x36

GyrAB·GyrI x37 free RssB* x38

RpoS·RssB* x39 DNA supercoiling x40

Table 1: Table of variables for the complete carbon assimilation model.
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Protein synthesis

v1 Pgi [9]

v2(x21)
∂v2
∂x21

< 0 PfkA [17, 18]

v3 Fbp [9]

v4(x21, x35)
∂v4
∂x21

< 0 ∂v4
∂x35

> 0 FbaA [19, 20, 21]

v5 TpiA [9]

v6(x21, x35)
∂v6
∂x21

< 0 ∂v6
∂x35

> 0 GapA [22, 23]

v7(x21, x35)
∂v7
∂x21

< 0 ∂v7
∂x35

> 0 Pgk [19, 20, 21]

v8 GpmI [9]

v9(x21)
∂v9
∂x21

< 0 Eno [23, 24]

v10(x21)
∂v10
∂x21

< 0 PykF [58]

v11(x21)
∂v11
∂x21

> 0 PpsA [27, 28]

v12(x35)
∂v12
∂x35

< 0 Cya [29, 30, 31]

v13(x14, x35)
∂v13
∂x14

< 0 ∂v13
∂x35

> 0 Crp [33, 32]

v14(x14, x35, x40)
∂v14
∂x14

< 0 ∂v14
∂x35

< 0 ∂v14
∂x40

> 0 Fis [34, 35, 36]

v15(x14, x40)
∂v15
∂x14

< 0 ∂v15
∂x40

< 0 GyrAB [37, 38]

v16(x18, x35)
∂v16
∂x18

> 0 ∂v16
∂x35

> 0 GyrI [39, 40, 41]

v17(x14, x18, x40)
∂v17
∂x14

> 0 ∂v17
∂x18

> 0 ∂v17
∂x40

> 0 TopA [42, 43, 44]

v18 RpoS [9]

v19(x18)
∂v19
∂x18

> 0 RssB [46, 48]

v20(x14)
∂v20
∂x14

> 0 rrn [49, 50]

v21(x21)
∂v21
∂x21

< 0 FruR [51]

Protein degradation

v22(x1)
∂v22
∂x1

> 0 Pgi

v23(x2)
∂v23
∂x2

> 0 PfkA

v24(x3)
∂v24
∂x3

> 0 Fbp

v25(x4)
∂v25
∂x4

> 0 FbaA

v26(x5)
∂v26
∂x5

> 0 TpiA

v27(x6)
∂v27
∂x6

> 0 GapA

v28(x7)
∂v28
∂x7

> 0 Pgk

v29(x8)
∂v29
∂x8

> 0 GpmI

v30(x9)
∂v30
∂x9

> 0 Eno

v31(x10)
∂v31
∂x10

> 0 PykF

v32(x11)
∂v32
∂x11

> 0 PpsA

v33(x12)
∂v33
∂x12

> 0 Cya

v34(x13/35)
∂v34
∂x13

> 0 Crp

v35(x14)
∂v35
∂x14

> 0 Fis [52]

v36(x15/37)
∂v36
∂x15

> 0 GyrAB

v37(x16)
∂v37
∂x16

> 0 GyrI

v38(x17)
∂v38
∂x17

> 0 TopA

v39(x18/39)
∂v39
∂x18

> 0 RpoS [53, 54]

v40(x39)
∂v40
∂x39

> 0 RpoS·RssB*

v41(x19/38)
∂v41
∂x19

> 0 RssB

v42(x20)
∂v42
∂x20

> 0 rrn

v43(x21/36)
∂v43
∂x21

> 0 FruR

Table 2: Table of reaction rates for the complete carbon assimilation model, with references
to the literature for supporting evidence.
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Enzymatic and signaling reactions

v44(x1, x22, x23)
∂v44
∂x1

≶ 0 ∂v44
∂x22

> 0 ∂v44
∂x23

< 0 Phosphoglucose isomerase (Pgi) [3]

v45(x2, x23, x30)
∂v45
∂x2

≶ 0 ∂v45
∂x23

> 0 ∂v45
∂x30

< 0 Phosphofructokinase (PfkA) [3, 15]

v46(x3, x22, x24, x30)
∂v46
∂x3

≶ 0 ∂v46
∂x22

> 0 ∂v46
∂x24

< 0 ∂v46
∂x30

< 0 Fructose-biphosphatase (Fbp) [3]

v47(x4, x24, x25, x26)
∂v47
∂x4

≶ 0 ∂v47
∂x24

> 0 ∂v47
∂x25

< 0 Fructose-biphosphate aldolase (FbaA) [16]

v48(x5, x25, x26)
∂v48
∂x5

≶ 0 ∂v48
∂x25

> 0 ∂v48
∂x26

< 0 Triose-phosphate isomerase (TpiA)

v49(x6, x26, x27)
∂v49
∂x6

≶ 0 ∂v49
∂x26

> 0 ∂v49
∂x27

< 0 Glyceraldehyde-3-phosphate dehydrogenase (GapA) [3]

v50(x7, x27, x28)
∂v50
∂x7

≶ 0 ∂v50
∂x27

> 0 ∂v50
∂x28

< 0 Phosphoglycerate kinase (Pgk)

v51(x8, x28, x29)
∂v51
∂x8

≶ 0 ∂v51
∂x28

> 0 ∂v51
∂x29

< 0 Phosphoglycerate mutase (GpmI)

v52(x9, x29, x30)
∂v52
∂x9

≶ 0 ∂v52
∂x29

> 0 ∂v52
∂x30

< 0 Enolase (Eno) [3]

v53(x10, x30, x24)
∂v53
∂x10

≶ 0 ∂v53
∂x30

> 0 ∂v53
∂x24

> 0 Pyruvate kinase (PykF) [3, 26]

v54(x11, x30, x31)
∂v54
∂x11

≶ 0 ∂v54
∂x30

> 0 ∂v54
∂x31

< 0 Phosphoenolpyruvate synthase (PpsA))

v55(x30, x31, x32, x34)
∂v55
∂x30

> 0 ∂v55
∂x31

< 0 ∂v55
∂x32

> 0 ∂v55
∂x34

< 0 Phosphotransferase system (PTS) [4]

v56(x19)
∂v56
∂x19

> 0 RssB activation [45, 47, 46]

v57(x12, x34)
∂v57
∂x12

> 0 ∂v57
∂x34

> 0 cAMP synthesis [56]

Complex formation reactions

v58(x13, x33, x35)
∂v58
∂x13

> 0 ∂v58
∂x33

> 0 ∂v58
∂x35

< 0 Crp·cAMP complex formation [55, 56]

v59(x21, x24, x36)
∂v59
∂x21

> 0 ∂v59
∂x24

> 0 ∂v59
∂x36

< 0 FruR·FBP complex formation [21]

v60(x15, x16, x37)
∂v60
∂x15

> 0 ∂v60
∂x16

> 0 ∂v60
∂x37

< 0 GyrAB·GyrI complex formation [57]

v61(x18, x38, x39)
∂v61
∂x18

> 0 ∂v61
∂x38

> 0 ∂v61
∂x39

< 0 RpoS·RssB* complex formation [46]

Input/output fluxes

v62(x33)
∂v62
∂x33

> 0 export cAMP [55, 56]

v63(x31)
∂v63
∂x31

> 0 export Pyr

v64(x1, x22, x23, x34)
∂v64
∂x1

< 0 ∂v64
∂x22

< 0 ∂v64
∂x23

> 0 ∂v64
∂x34

> 0 Pentose-phosphate pathway

v65(x34)
∂v65
∂x34

> 0 Glucose influx [4]

v66 Pyruvate influx

Table 2: Table of reaction rates for the complete carbon assimilation model, with references to
the literature for supporting evidence (continued). In the absence of evidence to the contrary,
reaction rates are assumed to be reversible. In this case, the partial derivatives of rate laws
with respect to enzyme concentrations can not be defined: they are positive in the glycolytic
model and negative in the gluconeogenic model.
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Glycolytic− gluconeogenic enzymes :

dx1

dt
= v1 − v22(x1)

dx2

dt
= v2(x21)− v23(x2)

dx3

dt
= v3 − v24(x3)

dx4

dt
= v4(x21, x35)− v25(x4)

dx5

dt
= v5 − v26(x5)

dx6

dt
= v6(x21, x35)− v27(x6)

dx7

dt
= v7(x21, x35)− v28(x7)

dx8

dt
= v8 − v29(x8)

dx9

dt
= v9(x21)− v30(x9)

dx10

dt
= v10(x21)− v31(x10)

dx11

dt
= v11(x21)− v32(x11)

Global regulators :

dx12

dt
= v12(x35)− v33(x12)

dx13

dt
= v13(x14, x35)− v34(x13)− v58(x13, x33, x35)

dx14

dt
= v14(x14, x35, x40)− v35(x14)

dx15

dt
= v15(x14, x40)− v36(x15)− v60(x15, x16, x37)

dx16

dt
= v16(x18, x35)− v37(x16)− v60(x15, x16, x37)

dx17

dt
= v17(x14, x18, x40)− v38(x17)

dx18

dt
= v18 − v39(x18)− v61(x18, x38, x39)

dx19

dt
= v19(x18)− v41(x19)− v56(x19)

dx20

dt
= v20(x14)− v42(x20)

dx21

dt
= v21(x21)− v43(x21)− v59(x21, x24, x36)

Table 3: Model equations for the complete carbon assimilation model. The model consists of
40 variables and 66 reaction rates.
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Metabolites :
dx22

dt
= v65(x34)− v44(x1, x22, x23)− v64(x1, x22, x23, x34)

dx23

dt
= v44(x1, x22, x23) + v46(x3, x22, x24, x30) +

4

9
v64(x1, x22, x23, x34)− v45(x2, x23, x30)

dx24

dt
= v45(x2, x23, x30)− v47(x4, x24, x25)− v46(x3, x22, x24, x30)− v59(x21, x24, x36)

dx25

dt
= v47(x4, x24, x25)− v48(x5, x25, x26)

dx26

dt
= v47(x4, x24, x25) + v48(x5, x25, x26) +

2

9
v64(x1, x22, x23, x34)− v49(x6, x26, x27)

dx27

dt
= v49(x6, x26, x27)− v50(x7, x27, x28)

dx28

dt
= v50(x7, x27, x28)− v51(x8, x28, x29)

dx29

dt
= v51(x8, x28, x29)− v52(x9, x29, x30)

dx30

dt
= v52(x9, x29, x30) + v54(x11, x30, x31)− v53(x10, x30, x24)

dx31

dt
= v66 + v53(x10, x30, x24)− v54(x11, x30, x31)− v63(x31) + v55(x30, x31, x32, x34)

dx32

dt
= v65(x34)− v55(x30, x31, x32, x34)

dx33

dt
= v57(x12, x34)− v62(x33)− v58(x13, x33, x35)

Protein complexes andDNA supercoiling :

dx34

dt
= v55(x30, x31, x32, x34)− v65(x34)

dx35

dt
= v58(x13, x33, x35)− v34(x35)

dx36

dt
= v59(x21, x24, x36)− v43(x36)

dx37

dt
= v60(x15, x16, x37)− v36(x37)

dx38

dt
= v56(x19)− v61(x18, x38, x39) + v40(x39)− v41(x38)

dx39

dt
= v61(x18, x38, x39)− v40(x39)− v39(x39)

x40 = a+ b
x15

x17

Table 3: Model equations for the complete carbon assimilation model (continued).
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Name Variable Definition

Slow variables

Pgi xs
1 x1

PfkA xs
2 x2

Fbp xs
3 x3

FbaA xs
4 x4

TpiA xs
5 x5

GapA xs
6 x6

Pgk xs
7 x7

GpmI xs
8 x8

Eno xs
9 x9

PykF xs
10 x10

PpsA xs
11 x11

Cya xs
12 x12

Crp xs
13 x13 + x35

Fis xs
14 x14

GyrAB xs
15 x15 + x37

GyrI xs
16 x16 + x37

TopA xs
17 x17

RpoS xs
18 x18 + x38 + x39

RssB xs
19 x19 + x39

Stable RNAs xs
20 x20

FruR xs
21 x21 + x36

Fast variables

G6P x
f
1

x22

F6P x
f
2

x23

FBP x
f
3

x24

DHAP/ G3P x
f
4

x25 + x26

DPG x
f
5

x27

3PG x
f
6

x28

2PG x
f
7

x29

PEP x
f
8

x30

Pyr x
f
9

x31

PTSp x
f
10

x34

cAMP x
f
11

x33

Crp·cAMP x
f
12

x35

FruR·FBP x
f
13

x36

GyrAB·GyrI x
f
14

x37

RssB∗

·free x
f
15

x38

RpoS·RssB* x
f
16

x39

DNA supercoiling x
f
17

x40

Table 4: Table of fast and slow variables for the reformulated carbon assimilation model. The
definition of the new fast and slow variables in terms of the original ones is shown.
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Slow system

dxs
1

dt
= v1 − v22(x

s
1) = 0

dxs
2

dt
= v2(x

s
21, x

f
13
)− v23(x

s
2)

dxs
3

dt
= v3 − v24(x

s
3) = 0

dxs
4

dt
= v4(x

s
21, x

f
13
, x

f
12
)− v25(x

s
4)

dxs
5

dt
= v5 − v26(x

s
5) = 0

dxs
6

dt
= v6(x

s
21, x

f
13
, x

f
12
)− v27(x

s
6)

dxs
7

dt
= v7(x

s
21, x

f
13
, x

f
12
)− v28(x

s
7)

dxs
8

dt
= v8 − v29(x

s
8) = 0

dxs
9

dt
= v9(x

s
21, x

f
13
)− v30(x

s
9)

dxs
10

dt
= v10(x

s
21, x

f
13
)− v31(x

s
10)

dxs
11

dt
= v11(x

s
21, x

f
13
)− v32(x

s
11)

dxs
12

dt
= v12(x

f
12
)− v33(x

s
12)

dxs
13

dt
= v13(x

s
14, x

f
12
)− v34(x

s
13)

dxs
14

dt
= v14(x

s
14, x

f
12
, x

f
17
)− v35(x

s
14)

dxs
15

dt
= v15(x

s
14, x

f
17
)− v36(x

s
15)

dxs
16

dt
= v16(x

s
18, x

f
12
)− v37(x

s
16)

dxs
17

dt
= v17(x

s
14, x

s
18, x

f
17
)− v38(x

s
17)

dxs
18

dt
= v18 − v39(x

s
18)− v40(x

f
16
)

dxs
19

dt
= v19(x

s
18)− v41(x

s
19)− v39(x

f
16
)

dxs
20

dt
= v20(x

s
14)− v42(x

s
20)

dxs
21

dt
= v21(x

s
21, x

f
13
)− v43(x

s
21)

Table 5: Reduced carbon assimilation model with slow and fast subsystem. The concentrations
of constitutive proteins, i.e., those of which the genes are not regulated in the network, are
assumed constant and thus fixed at the steady-state value. This is notably the case for
variables xs1, x

s
3, x

s
5, and xs8. Under the QSS approximation, the fast variables are fixed at

their quasi-steady-state value.
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Fast system

dxf
1

dt
= v65(x

f
10
)− v44(x

s
1, x

f
1
, xf

2
)− v64(x

s
1, x

f
1
, xf

2
, xf

10
) = 0

dxf
2

dt
= v44(x

s
1, x

f
1
, xf

2
) + v46(x

s
3, x

f
1
, xf

3
, xf

8
) +

4

9
v64(x

s
1, x

f
1
, xf

2
, xf

10
)− v45(x

s
2, x

f
2
, xf

8
) = 0

dxf
3

dt
= v45(x

s
2, x

f
2
, xf

8
)− v47(x

s
4, x

f
3
, xf

4
)− v46(x

s
3, x

f
1
, xf

3
, xf

8
)− v59(x

s
21, x

f
3
, xf

13
) = 0

dxf
4

dt
= 2 v47(x

s
4, x

f
3
, xf

4
) +

2

9
v64(x

s
1, x

f
1
, xf

2
, xf

10
)− v49(x

s
6, x

f
4
, xf

5
) = 0

dxf
5

dt
= v49(x

s
6, x

f
4
, xf

5
)− v50(x

s
7, x

f
5
, xf

6
) = 0

dxf
6

dt
= v50(x

s
7, x

f
5
, xf

6
)− v51(x

s
8, x

f
6
, xf

7
) = 0

dxf
7

dt
= v51(x

s
8, x

f
6
, xf

7
)− v52(x

s
9, x

f
7
, xf

8
) = 0

dxf
8

dt
= v52(x

s
9, x

f
7
, xf

8
) + v54(x

s
11, x

f
8
, xf

9
)− v53(x

s
10, x

f
8
, xf

3
) = 0

dxf
9

dt
= v66 + v53(x

s
10, x

f
8
, xf

3
)− v54(x

s
11, x

f
8
, xf

9
)− v63(x

f
9
) + v55(x

f
8
, xf

9
, xf

10
) = 0

dxf
10

dt
= v55(x

f
8
, xf

9
, xf

10
)− v65(x

f
10
) = 0

dxf
11

dt
= v57(x

s
12, x

f
10
)− v62(x

f
11
)− v58(x

s
13, x

f
11
, xf

12
) = 0

dxf
12

dt
= v58(x

s
13, x

f
11
, xf

12
) = 0

dxf
13

dt
= v59(x

s
21, x

f
3
, xf

13
) = 0

dxf
14

dt
= v60(x

s
15, x

s
16, x

f
14
) = 0

dxf
15

dt
= v56(x

s
19)− v61(x

s
18, x

f
15
, xf

16
) + v40(x

f
16
) = 0

dxf
16

dt
= v61(x

s
18, x

f
15
, xf

16
)− v40(x

f
16
) = 0

xf
17

= a+ b
xs
15

xs
17

Table 5: Reduced carbon assimilation model with slow and fast subsystem (continued).

19



Regulators

FbaA GapA Pgk Eno PpsA Cya Crp Fis GyrAB GyrI TopA RpoS RssB Stable RNAs FruR
fbaA 0 (+) 0 (+) 0 (+) 0 (+) + + + 0 0 0 0 0 0 0 -

gapA 0 (+) 0 (+) 0 (+) 0 (+) + + + 0 0 0 0 0 0 0 -

pgk 0 (+) 0 (+) 0 (+) 0 (+) + + + 0 0 0 0 0 0 0 -

eno 0 (+) 0 (+) 0 (+) 0 (+) 0 0 0 0 0 0 0 0 0 0 -

ppsA 0 (-) 0 (-) 0 (-) 0 (-) 0 0 0 0 0 0 0 0 0 0 +

Genes cya 0 0 0 0 - - - 0 0 0 0 0 0 0 0
crp 0 0 0 0 + + + - 0 0 0 0 0 0 0
fis 0 0 0 0 0 - - - + - - 0 0 0 0

gyrAB 0 0 0 0 0 0 0 - - + + 0 0 0 0
gyrI 0 0 0 0 0 + + 0 0 0 0 + 0 0 0
topA 0 0 0 0 0 0 0 + + - - + 0 0 0
rpoS 0 0 0 0 0 0 0 0 0 0 0 0 - 0 0
rssB 0 0 0 0 0 0 0 0 0 0 0 + 0 0 0
rrn 0 0 0 0 0 0 0 + 0 0 0 0 0 0 0
fruR 0 (+) 0 (+) 0 (+) 0 (+) 0 0 0 0 0 0 0 0 0 0 -

Table 6: Interaction matrix of the gene regulatory network for the gluconeogenic mode. Plus
signs stand for activation of a gene by a regulator, and minus signs for inhibition. Signs in
brackets correspond to interactions whose signs are different in the case of allosteric regulation
(that is, they appear when using model M2

neo, instead of model M1
neo).
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