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S1: Detailed Parameters for Reward-based Learning

Q-Learning

The weights were initialized as follows. First, all weightswere randomly drawn
from the uniform distribution in[0, 1]. Then the weights for each neuron were
normalized to an L2 norm of0.2. Further parameters were set as follows:α = 0.8,
ǫ = 0.33, η = 0.02, γ = 0.95, andσ = 15. We have chosen a decaying learning
rateη(t) = 0.02 · 0.9995t.

Policy-Gradient Learning for neurons with branches

All weights and branch coupling strengths were first initialized to random values
uniformly distributed in[−0.5, 0.5]. The weight vectorwik = (wik0, . . . , wiknik

)T

of each branchbik was then normalized to an L2 norm of 0.5 for initialization,
wherenik denotes the number of synapses to branchik. The vectors of branch
coupling strengthsui = (ui0, . . . uiK)T were normalized to an L2 norm of 0.1 for
initialization. The number of branches per neuron was 100 inall simulations. The
noise termξ was drawn from the uniform distribution over the interval[−0.5, 0.5].

Learning rates were set toηw = 0.05 and ηu = 0.001. We usedR̄(t) =
0.8R̄(t − 1) + 0.2R(t) for the filtered reward.
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Policy-Gradient Learning for two-layer networks of neurons without
branches

All weights were first initialized to random values uniformly distributed in
[−0.5, 0.5]. The weight vector of each neuron in the first layer was then nor-
malized to an L2 norm of 0.5 for initialization. The weight vector of each neuron
in the second layer was normalized to an L2 norm of 0.1 for initialization. This
initialization procedure is equivalent to the initialization of branch weight vec-
tors and branch strengths in the simulations where neurons with branches were
used. The noise termξ was drawn from the uniform distribution over the interval
[−0.25, 0.25]. Learning rates of all neurons were set toη = 0.0005. We used
R̄(t) = 0.8R̄(t − 1) + 0.2R(t) for the filtered reward.

The choice of parameters was based on simulations with precise state encod-
ing instead of SFA, because simulations with the SFA networkwere much slower.
A learning rate ofη = 0.00025 led to slower convergence, while the network did
not converge with a learning rate ofη = 0.001. Noise drawn uniformly over the
interval [−0.5, 0.5] caused convergence problems with a learning rate of0.0005.
After the parameters were determined based on the system with precise state en-
coding, the system was trained with these parameters and theSFA network for
preprocessing.
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