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Figure S1: FF inference on DBN vs. ODE-based simulation. Solid lines represent nominal profiles and dash
lines represent DBN inference results.

The quality of DBN approximations To demonstrate the quality of our DBN approximations, we
implemented Monte Carlo integration for the ODE model to get good estimates by sampling and averaging.
Specifically, we numerically generated 103 random trajectories -according to the prior- using ODEs and
computed the average values of the variables at the chosen time points. The averaged trajectories projected
to individual protein concentration time series values are termed to be the nominal profiles (Figure S1, solid
lines). Using the FF algorithm, we inferred the marginal distributions of variables at different time points
and then computed the mean of each variable over time. The resulting time profiles are shown in Figure S1
as dash line. As summarized in Figure S1, our DBN inference results was able to fit the ODE-based nominal
profiles with good quality.
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