
Text S10. Detailed methods for chaos assessment

1 Determination of the minimum embedding dimension

A time-delay embedding of a (sufficiently long) time-series generated by a dynamical
system provides a one-to-one image of the attractor in phase-space of the dynamical
system itself, for any embedding dimension larger than a minimum m (which can be
larger than the fractal dimension of the attractor to reconstruct, in presence of noisy
timeseries)[Ref i]. A method to estimate this minimum embedding dimension (for a fixed
reconstruction delay) is the method of false neighbors [Ref ii]. If a D-dimensional attrac-
tor is projected to a space with a smaller dimensionality, some spurious self-intersections
can be generated and give rise thus to false neighbors, which will be no more found to be
neighbors for any embedding with a sufficiently larger dimensionality. When considering
the divergence of the trajectories originated by a pair of false neighbor points over very
short time ranges (e.g. one sampling step), this divergence will be found to be orders
of magnitude faster than the typical divergence rate between true neighbor points. An
empiric criterion to identify false neighbors is therefore to compute the quantity:

Rt =
‖~̀t+1 − ~̀t′+1‖
‖~̀t − ~̀t′‖

for any pair of candidate neighbor points ~̀t and ~̀
t′ . Outlier pairs with an anomalously

high rate of initial divergence Rt larger than a large heuristic threshold R∗ are identified
as potential false neighbors. The fraction of potential false neighbors is then plotted
for different embeddings against the embedding dimension m (see Figure S11A). The
minimal embedding dimension is given by the minimum dimension for which the fraction
of false neighbors has fallen very close to zero. In the case of LFP time-series evoked by
full contrast stimuli a safe choice for the minimum embedding dimension appears to be
m = 4.

2 Extraction of λmax

We monitor then the growth of the quantity δt
δ0

(ε,m, t) for different embedding dimen-
sions m and ball diameters ε. We compute averages over at least N = 1000 pairs of true
neighbor points per embedding dimension, including only pairs separated temporally



by a minimum window of τsep > 800 ms (twice the reconstruction delay used for the
embedding), to safely avoid correlated pairs. The divergence of trajectories originated
from neighboring points is very fast and reaches very quickly a saturation level, due to
the finite volume of the attractor (Figure S10-2). In the case of the LFP evoked by a
preferred-orientation stimulus at full contrast (coupled layers, Γ = 1), we can identify
a region lasting several ms in which this divergence is exponentially fast, as indicated
by a section of exponential growth (linear in a semilogarithmic plot) of the quantity δt

δ0
(see Figure S11-B). Linear interpolation in the range 0.5 ms < t < 3.5 ms provides an
estimate of λmax = 2.2±0.6 ms−1, robust in a range of 10−11 < ε < 10−9 (three decades
of perturbation strengths) and for embedding dimension m ≥ 4.

Using exactly the same parameters for the non-linear analysis of time-series of LFP
evoked by a preferred-orientation stimulus at full contrast with uncoupled layers (Γ = 0),
we fail in identifying any time interval of exponentially fast growth of δt

δ0
(Figure S11-C).

In this case, the divergence is still fast, although slower than for coupled layers, however
it is due to noise and not intrinsically to deterministic chaos. Therefore, chaos disappears
when the inter-layer interactions are suppressed.
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