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I. MAIN MODEL AND ITS SIMULATIONS

We discuss here in more details the physical model of the Xic considered in the Main

Text. We describe the relevant Xic sequence on each X chromosome by a standard model

of polymer physics, a self-avoiding bead chain [1]. Along each polymer there are two type-α

regions which have binding sites for type-A Brownian molecular factors. Type-A molecules

can bind once those polymer beads with a chemical affinity, EA, and are present in a concen-

tration, cA. Analogously, each polymer includes two type-β regions which have binding sites

for a different kind of molecular factors (type-B) with affinity EB and concentration cB. Fi-

nally, the polymers have a type-γ region with binding sites for both type-A and B molecules.

For simplicity, we consider the symmetric case where cA = cB ≡ c and EA = EB ≡ EX , with

no loss of generality of our results. Similarly, we assume that the number of binding sites, n0,

for the molecular factors is the same for all region types. The value of n0 is chosen to have

a total number of binding sites of the order of those found experimentally in the locus for

CTCF (here n0 = 20) [2]. Type-A (resp. type-B) molecules can bind, with multiple valency,

each other with an affinity EAA (resp. EBB). For simplicity, we set EAA = EBB ≡ E0 and,

considering the number of binding domains available on a CTCF molecule, the valency to

four.

Summarizing, our physical model includes two identical self-avoiding polymers interacting

with two kind of regulatory molecules (type-A and B), as also described in the Main Text.

Along the polymers there are specific regions: type-α, β and γ. On the type-γ region

either A or B molecules can bind. Type-A (resp. B) molecules can also bind type-α (resp.

type-β) region. Each kind of molecule has a concentration c and an affinity, EX , for its

corresponding binding sites on the polymer. Molecules of type A can also bind each other,

with a homotypic affinity E0, and similarly the B molecules.

A. Model Parameters and Computer Simulations

The system is investigated by Metropolis Monte Carlo (MC) simulations [3]. For compu-

tational purposes, the system lives on a cubic lattice with lattice spacing, d0. The value of

d0 corresponds to the typical size of a DNA binding site and can be roughly estimated to be

about three orders of magnitude smaller than the nucleus diameter, say, d0 ∼ 10nm (i.e., a
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DNA sequence of about ∼ 30bp). To reduce computation time, we do not simulate the whole

nuclear space, but only consider a cubic lattice region of linear size L (in units of d0) around

each polymer; type-A and B molecules are allowed to diffuse from one to the other region.

Below, we use lattices with L = 32 and periodic boundary conditions. Polymer chains have

n = 128 beads, but we explored the range L, n = 32 ÷ 256 to check the robustness of our

results. Averages run over up to 103 simulations from different initial configurations.

The fraction, c, of molecules per lattice site is related to their molar concentration, ρ:

ρ ∼ c/d3
0NA, where NA is the Avogadro number. A typical nuclear protein concentration

ρ ∼ 0.1µmole/litre would correspond to c ∼ 0.01%: below we consider the range c ∼

10−4 − 100 %.

Diffusing particles (molecules and polymer beads) randomly move from one to a nearest

neighbor vertex on the lattice, where no more than one particle can be present at a given

time (single occupancy). Polymers obey a non-breaking constraint: two proximal beads

can sit either on next or nearest next neighboring lattice sites. Chemical interactions are

only permitted between nearest neighbor particles. In our MC simulations, the probability

of a particle to move to a neighboring empty site is proportional to the Arrhenius factor

r0 exp(−∆E/kT ), where ∆E is the energy change in the move, k the Boltzmann constant

and T the temperature. The prefactor r0 is the bare kinetic rate and gives the scale to

convert Monte Carlo to real time: the Monte Carlo time unit, τ0 = r−1
0 , is the time to

update once, on average, all the particles of the system [3].

We set r0 here by imposing that the polymer diffusion coefficient, D, has the same order of

magnitude than real mammalian DNA loci. We exploit the defining relation: D = 〈∆s2〉/6τ0,

where 〈∆s2〉 is the mean square displacement (expressed in units of d0) of the polymer

center-of-mass per unit MC time. In our system we find values around 〈∆s2〉 = 1.5 ·10−3 d2
0.

The order of magnitude of measured diffusion constants of, e.g., human DNA loci is D ∼

1µm2/hour [4]. Thus we obtain τ0 ∼ 90µs, a value falling well within the range of known

inverse biochemical kinetic constants [5].

Real dynamics is only very schematically captured by MC simulations. MC is considered,

though, to well describe the general long time evolution of a system dominated by Brownian

processes [3].
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B. Further details on the Symmetry Breaking processes

Here we provide further details on the process leading to the polymer symmetry breaking.

We focus on the ‘Symmetry Breaking’ phase of the phase diagram described in the Main

Text. Fig. S1 shows the dynamics of a single run, from an initial configuration corresponding

to a symmetric looped state (see Main Text), of the density of type-A and B molecules, ρ
(1)
A (t)

and ρ
(1)
B (t), around the type-γ region of polymers 1: in the example pictured, the density

of A strongly increases around polymer number 1, whereas ρ
(1)
B goes approximately to zero.

There is an initial transient when ρ
(1)
A and ρ

(1)
B behave similarly, yet ρ

(1)
A later prevails, as

soon as a fluctuation favoring the A’s becomes spontaneously amplified. Thus, type-γ region

on polymer 1 is depleted of B molecules and the loop they hold is released (i.e., the type-β

region contacts opened). In Fig.S1 this is also illustrated by the interaction probabilities

of type-α and type-β with the type-γ region on polymer 1, p
(1)
A (t) and p

(1)
B (t), which are

reported for the same example. Interestingly, to produce the ‘two loops’ conformation and

the later alternative architectural changes on the polymers, the model naturally requires the

existence of at least two kinds of molecular factors (type-A and B).

C. Variants and Applications

In our model once a symmetry breaking molecular aggregate has bound its target on

one polymer, the homologous open region on the other can diffuse and also bind the aggre-

gate, leading to polymer colocalization. That occurs on a much longer time scale because it

involves relocation of entire polymers (see next section). However, the occurrence of colo-

calization, or lack thereof, depends on the specific details of the system. For instance, we

considered the case where type-A and B molecules can bind a polymer bead only if they

are not previously bound to other molecules: such a variant leaves our scenario on con-

formational modifications and symmetry-breaking unaltered, but results in lack of polymer

colocalization.

Experiments have shown that X Chromosome Inactivation (XCI) involves the colocal-

ization of the two Xic’s [6–8] around the time when Xist expression is upregulated on one

X and downregulated on the other. As in real nuclei a variety of intervening events and

complications can arise, it is not straightforward to link X colocalization to the processes
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described in our model; yet, thermodynamic mechanisms in the class of those described here

[9, 10] could be the underlying driving force.

Finally, variants of the model can be considered to account for other complications. For

instance, additional molecular factors can be involved, as those turning on A and B molecules

homotypic interaction, E0, as discussed in the next section, but no relevant changes to the

present scenario are found.
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II. POLYMER COLOCALIZATION

In this section we discuss the properties of a variant of the model considered in the main

text to illustrate how the two polymers in the system can colocalize. We also discuss the

role of additional molecular factors which might be involved, as those enhancing molecule-

polymer interactions.

Since we account here for these additional elements, to make computation feasible we

illustrate the mechanism for just one of the polymer regions of the model of the main text

(say, only type-α). Our system here comprises two polymers and two different species of

molecules: type-1 molecules can bind to the polymers, whereas type-2 molecules cannot

directly bind the polymers but are capable to interact with each other and with type-1

molecules (see fig. S2).

We show that in this system a Symmetry Breaking Mechanism exists: when the con-

centration/mutual affinity of the molecules overcome a threshold, a stable molecular

cluster of type-1/type-2 molecules is formed and binds to only one of the two identical

polymers, randomly chosen. Then, we show that such a Symmetry Breaking mechanism

can eventually produce the colocalization of the two polymers. However, the time scale

for the colocalization process is much longer than the Symmetry Breaking time scale, as

it requires that the entire polymers diffuse to encounter each other (see snapshots in Fig.S4).

A. Description of the Model

The model we consider is schematically pictured in Fig. S2. For sake of simplicity, we

describe the two DNA polymers as two directed bead chains [1], i.e. their tips are bound

to move on the top and bottom surfaces of the system volume. They comprise n beads

which randomly move under a “non-breaking” constraint: two proximal beads can sit

only in the next or nearest next neighboring lattice sites. The polymer beads can bind to

a concentration c1 of diffusing molecules (type-1), with energy Ep (see Fig. S2). These

molecules can form a bridge between the beads of the different polymers and also bind

(energy E12), at most, two molecules of a different species (type-2), having a concentration

c2, which, in turn, have multiple valency mutual interactions (energy E22).
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The polymers as well as the molecules move in a lattice with a spacing constant, d0,

which, as in the main text, is of the order of the size of molecule DNA binding sites.

Lattice models are well established in polymer physics [1] as they allow to circumvent

the problem of computation feasibility, by permitting comparatively faster simulations

with respect to off-lattice systems. We used a lattice with periodic boundary conditions

having dimensions Lx = 2L, Ly = L and Lz = L in units of d0, the lattice space constant.

In the simulations here discussed L = 16, but we checked the results with L in the

range 16 ÷ 64. Each particle, i.e., a polymer bead as well as a molecule, occupies a single

lattice site. Different particles are not allowed to sit at the same time on the same lattice site.

We run Monte Carlo (MC) computer simulations of this system, by using the Metropolis

algorithm [3]. In this variant of the model, we fixed the time scale by imposing that the

time scale to break the symmetry is the same we found in the model discussed in the main

text. We take into account the faster dynamics of the molecules with respect to the DNA

loci by fixing a molecule diffusion constant 5 · 103 times larger than that of the DNA loci,

as experiments suggest (see [11] for typical diffusion constants of nuclear proteins and [4]

for DNA loci). MC runs are up to 109 MC steps long and the averages are made over up to

1024 independent runs.

B. Dynamics of colocalization

We studied the dynamical and equilibrium properties of this system. We show that

while at low concentration/affinity the molecules are equally distributed around the two

polymers, at high concentration/affinity a unique molecular cluster is formed around one

of the two polymers, and so the binding symmetry of the polymers is broken. Later

on, the couple of polymers colocalizes at one order of magnitude longer time scale, with

the molecular cluster that binds to both polymers and keeps them locked together. The

colocalization as well as the symmetry breaking are on/off phenomena, as they occur only

when the molecular affinity/concentration overcome certain threshold values, that fall well

within the biologically relevant range of values.

To show this, we measured the pairing probability of the polymers p, namely the fraction of

the polymer couples that are at a distance d less than 3d0. The average distance d between
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the polymers is defined as: d = 1
n

∑n
i=1〈r(zi)〉 , with 〈r(zi)〉 being the distance between the

polymer bead at height zi, averaged over different simulations and over all the n polymer

beads.

We monitored the symmetry between the polymers by measuring the order parameter

m =
(
|ρ(1)

2 − ρ
(2)
2 |
)
/
(
ρ

(1)
2 + ρ

(2)
2

)
, where ρ

(i)
2 , i = {1, 2}, is the density of type-2 molecules

around the i−th polymer (the corresponding quantity for the type-1 molecule showed

the same behaviour). A m = 0 indicates that, on average, the same number of type-2

molecules is found around the two polymers; conversely, a m ∼ 1 signals that a single type-

2 cluster is built around one of the two polymers, and so that the symmetry has been broken.

The behaviour of the system at above threshold values of the molecule concentra-

tion/affinity, is shown in fig. S3: it illustrates the pairing probability p (blue circles) and the

order parameter m (orange squares) as function of the time t (here Ep = E12 = E22 = 3kT ,

c1 = 1% and c2 = 4%). The initial configuration is with the molecules randomly distributed

in the lattice and the polymers at a distance d = L.

The symmetry-breaking order parameter m starts from its random initial value close to 0,

and, after a time t ∼ 1h, increases at ∼ 80%, signaling that a single cluster of molecules

is found only around one of the two polymers, and so that the binding symmetry has been

broken. This happens while the polymers are still far from each other (p ∼ 0), as it relies on

the diffusion of the molecular binders. However, the polymers diffuse themselves, although

with a comparatively lower diffusion constant; and as soon as they get closer, the cluster of

molecules that originally was around only one polymer, now embraces both the polymers

and keeps them colocalized: this is signalled by the increase of the pairing probability p to

100% and the corresponding decrease of m, that simultaneously occur after a time which is

one order of magnitude larger than the time required for the symmetry breaking.

Fig. S4 helps visualizing the different stages of the system evolution: it shows a 2D projection

of the lattice in a single run at three time frames. The green spots are the polymer centre-

of-mass, and the density of molecules is represented in color scale (blue areas correspond

to low densities, red to high densities). Initially the molecules are randomly distributed in

the lattice (upper panel), but soon a unique cluster of molecules is seen around one of the

two polymers (middle panel). The final colocalization of the polymers with the molecular

cluster that includes both of them is clearly visible in the bottom panel.
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C. The phase diagram

Different combinations for the values of the concentration/affinity of the molecules were

tested. Interestingly, as discussed in the main text, we observed that the assembling of the

molecular cluster around a polymer (and the following polymer colocalization) occurs in

a “switch-like” fashion, namely only when the concentration/affinity of type-1 and type-2

molecules rise above a threshold, as a result of a mechanism that, in the thermodynamic

limit, is a phase transition.

The physical reason for this behaviour is the following. The formation of a single

aggregate of type-2 molecules is, in general, prevented by entropy: molecules tend to

spread in the entire available volume rather than moving all in a given place. A single

aggregate, however, allows to maximize the number of possible chemical bonds between

type-2 molecules. Thus, if the bond energy is large enough, the total energy gain in forming

a single aggregate compensates the related entropy reduction. In such a case, the system

thermodynamic equilibrium state corresponds to the formation of a single aggregate [12].

More in details, type-2 molecules, with their reciprocal affinity, are responsible for the

assembling of the single molecular cluster whereas type-1 molecules mediate the interaction

between the polymers and the cluster. Thus, at low concentration/affinity of type-2

molecules, no cluster is going to form and the symmetry cannot be broken. Note that

the colocalization of the two polymers can still happen in this regime, provided that

concentration/affinity of type-1 molecules overcomes a different threshold because type-1

molecules are able to bind to the two polymers and to form bridges between them [9, 10].

Again, the driving physical mechanism here is a thermodynamic phase transition that

occurs when the entropy loss due to colocalization is balanced by the energy gain coming

from the molecular bridges.

Fig. S5 illustrates the phase diagram of the system as function of the concentrations of

the two species of molecules, c1 and c2, while all the energies are fixed at the same values

(Ep = E12 = E22 = 3kT ). It is seen that, if both the types of molecules are present at

low concentrations, neither the colocalization nor the symmetry breaking is observed and

the polymers independently diffuse in the lattice (gray area, “Independent Diffusion”).

When the concentration of type-1 molecules rises above the black dashed line, the polymers

do colocalize at equilibrium (green area, “Colocalization”). Yet, to break the symmetry,
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it is necessary that type-2 molecules concentration increases until it gets above the red

line (orange area, “Symmetry Breaking and Colocalization”). The same scenario above

described is observed in a wide range of energies, typical of biochemical interactions (i.e.,

E ∼ 0÷ 20kT [13–18]).

Since such a mechanism relies on robust, general thermodynamic mechanisms, it is not

affected by the simplifying assumptions we made to simulate such a complex, many-body

system. For instance, the use of directed polymers to represent DNA segments allows

faster simulations without affecting the general properties of the colocalization mechanism

we describe because they are produced by a general free-energy minimization mechanism,

which does not depend on such details. In the case of a non-directed polymer model, DNA

sequences would bind to each other as well, but without a perfect alignment as in our model

[19].

The results about polymer colocalization discussed in the present model apply to the

model we considered in the main text where, analogously, once the molecular aggregates

have bound to one of the two polymers, the homologous unbound region on the other can

diffuse and become finally bound too. We stress, though, that the occurrence of colocaliza-

tion, or lack thereof, depends on the specific details of the system. For instance, in the model

we discussed in the main text, the case where type-A and B molecules can bind to a polymer

bead only if they are not previously bound to other molecules, results in lack of polymer

colocalization (although, the discussed conformational modifications and symmetry-breaking

effects remain unaltered). Nevertheless, the symmetry breaking mechanism we illustrated

can indeed determine the polymer colocalization; yet, as we saw, this occurs on compara-

tively longer time scales than the symmetry breaking itself, as the colocalization requires

the diffusion of whole chromosomes while the symmetry breaking just involves relocation of

limited regions within the Xic.

D. Colocalization of X chromosomes at XCI

It has been shown that the two Xic’s colocalize approximately when Xist expression

is upregulated on one X and downregulated on the other [6–8] . The temporal relation
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between Xic colocalization and the structuring of differential intra-chromosomal interactions

within the two Xic’s is still unexplored. We cannot directly link X colocalization at XCI

to the processes described here because in real nuclei a variety of intervening events and

complications can arise. However, similar thermodynamic processes [9, 10] could describe

the underlying physical mechanisms. And predictions as those emerging from our analysis

(e.g., the threshold effect in the concentration/energy of involved molecular factors or in

genomic deletions) could be tested against experiments to shed light on the underlying

physical processes.
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III. EFFECTS OF Xic DELETION/INSERTION ON XCI

In this section we compare the predictions of the model we discussed in the main text

with the results of deletion/insertion experiments on XCI reported in the literature. And

we show that the model can help rationalizing in a single framework a variety of key ex-

perimental data. In our model, for instance, a deletion/insertion of a DNA segment affects

X Chromosome Inactivation (XCI) because it modifies the ability of the “Blocking Factor”

(BF) or the “Activating Factor” (AF; see main text) to bind the X’s. This can happen be-

cause the deletion/insertion reduces/increases either the chemical affinity of the molecular

components of the AF/BF (by modifying the number of binding sites), or their concentra-

tion (if their coding genes are involved in the mutation). To help the non-technical reader,

in Fig. S6 we summarize some of the deletions reported in the literature. Below we discuss

them along with several other deletions and insertions.

The heterozygous deletion ∆65kb [20], also discussed in the Main Text, results to be

lethal in males, as it leads to the inactivation of the only X, while in females it always

determines the inactivation of the deleted X. The smaller deletions (∆AS, ∆AJ , ∆AV ,

∆34 [21], Tsix∆CpG [22] and Xite∆L [23]), nested in the ∆65kb deletion, causes the X

inactivation in male cells only in a certain fraction of cases. The deletions Tsix∆CpG and

Xite∆L result in the inactivation of the deleted X in heterozygous females. A random choice

but a “chaotic” counting is found in homozygous deletions in females, with a number of cells

showing two active X chromosomes instead of one. The insertions of these regions in non-

sex chromosomes of male cells cause the inactivation of the only X [24–26], while in females

can hinder the initiation of XCI [26]. Non-linear effects of insertions have been shown, as

long Xic transgenes can cause inactivation on male ES cells only when they are present in

multiple copies, while single copies do not have appreciable effects [24].

All these results can be explained by our model, since the deleted areas involve the DNA

sites where the binding sites for the BF (which prevents the inactivation of the X it binds

to) are mapped (see main text). The longer deletion ∆65kb removes a very large portion of

the binding sites, resulting in a very low or a zero affinity for the BF with respect to the
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Wild Type (WT) X, so it leads to the inactivation of the X that bears the deletion. Yet, the

smaller nested deletions are expected to remove a minor fraction of the BF binding sites; so,

a “skewed” inactivation is observed in heterozygous deletions, as the BF will preferentially

bind to the Wild Type X, protecting it from inactivation. In homozygous deletions the

choice is still random because the BF has the same (lower) affinity for the two X’s, but it

fails to bind in a fraction of cases, determining the “chaotic” counting. The same holds

in males: the only X has no competitors for the BF binding, but there is a probability

that BF misses its target and that the only X is inactivated. Such a probability will be

higher the more the BF binding sites that are removed, so it is expected to increase with

the length of the deletion (as it is experimentally observed). The autosomal insertions of

these regions in males allow the BF to bind to the autosome, which competes with the X

for it, and may leave the real X chromosome prone to inactivation. However, the underlying

“switch-like” mechanism of our model, predicts that the probability for a transgene to win

the competition for the BF binding can be significant, only if it contains a sufficiently high

number of BF binding sites; experiments support this view, by showing the different effects of

single/multiple copies insertions of some Xic regions [24]. On the other hand, these regions

possibly encode some of the components of the BF itself; thus, their insertion in females,

may lead to an overproduction of BF components that could prevent XCI initiation.

The effect of the decrease of Jpx RNA molecule concentration is observed to block XCI

in female cells, while it has no effect in males [27]. This can be justified within our model,

by assuming that Jpx RNA molecule enters in the formation of the AF: in this case, the

elimination of this molecule may prevent the AF assembling, and consequently, the inacti-

vation of one X.

In turn, the heterozygous deletion of Jpx, ∆Jpx, has no effect in males, whereas it is found

to be lethal for female cells at least in 85% of cases, as the inactivation gets blocked. And,

the few female cells which survive this mutation, are shown to preferentially inactivate the

Wild Type X chromosome [27]. We saw above that at least some of the binding sites for the

AF are mappable around the Jpx gene. Thus, an heterozygous deletion of Jpx in a female

cell could determine an inability of the AF to bind to the mutated X chromosome and to
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trigger the inactivation of it. For this reason, a failure of the X inactivation in about the

∼ 50% of cases, when the BF binds to the Wild Type X and the mutated X is designated

to get inactivated, is expected. The percentage of failed XCI can be even larger if it is

considered that the Jpx RNA molecule enters in the formation of the AF, as the above

discussed experiment suggests. Summarizing, the ∆Jpx deletion, has a double effect which

tends to block the inactivation of the X: it hinders the AF assembling because it decreases

the concentration of one of its component, and makes the AF binding to the mutated X

more difficult (and this explains why the survived cells inactivate more often the Wild Type

X).

The absence of major effects of the same deletion in male cells is easily rationalized: as in

males the BF is the only molecular complex which binds to the only X (see main text and

above), a mutation like ∆Jpx which affects the formation/binding of the AF is going to be

harmless.

Another very interesting experimental result was obtained by a double heterozygous muta-

tions in females: if the lethal ∆Jpx mutation is accompanied by a truncation of Tsix gene

on the same X, the cells are able to carry out the X inactivation and survive [27].

In the view of our model, Tsix hosts some binding sites for the BF and is a possible compo-

nent of the BF itself as a RNA molecule (see above). Thus, the truncation of Tsix gene is

expected to affect the BF assembling/binding approximately as the Jpx deletion does with

the AF. Yet, since according to our symmetry breaking model, the AF or the BF assem-

bling on a X chromosome results from the competition between the respective molecular

components on their binding sites, the effect of the double mutation may be different from

the mere “sum” of the single mutations effects. In fact, let’s consider, for instance the AF:

while the ∆Jpx reduces the affinity of the AF for the deleted X, the Tsix truncation tends

to favour its binding since it reduces the competition due to the BF binding. So, one effect

can counterbalance the other and rescue the lethal phenotype of the ∆Jpx single mutation.

Additional copies of Rnf12 gene have been shown to induce XCI initiation in XY males

and on both X’s in a substantial percentage of female cells [28]. Conversely, in heterozygous

female Rnf12+/− cells, XCI initiation is considerably reduced [28].
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Such an experimental picture indicates that Rnf12 could encode for an AF component: its

high ectopic expression would lead to a higher probability for the AF to bind to the only X

in male cells and would hinder the BF formation in female XX cells, by causing respectively,

the inactivation of the only X, and the XCI initiation on both X’s. On the other hand, the

reduced amount of Rnf12 transcript in female Rnf12+/−, makes the AF assembly more

difficult, hence the observed reduction in XCI initiation.

An heterozygous deletion including the promoter of Xist gene, Xist∆promoter [29],

results in females in the inactivation of the WT X chromosome. The same effect has been

observed for the heterozygous deletion Xist∆1− 5 which involves the first 5 exons of Xist

[30], and for the longer deletion ∆XTX (including Xist, Tsix and Xite genes [31]).

In the perspective of our model, the two deletions Xist∆promoter and Xist∆1 − 5 are

likely to cut a number of binding sites for the AF. The AF consequently has a higher affinity

for the WT X chromosome in heterozygous XX females: even a small affinity difference in

units of kT can produce a substantial difference in the probability of the AF to bind the

WT chromosome. Hence, Xist∆promoter and Xist∆1 − 5 determine the inactivation of

the WT X with very high probability.

The longer ∆XTX deletion removes binding sites for both the AF and for the BF on

the deleted chromosome. However, since ∆XTX entails the Tsix/Xite genes, it is likely to

reduce the concentration of the BF molecular components. The AF molecules have, thus,

a higher probability to win the competition with the BF to bind the wild type X which is

then inactivated.

Interestingly, Xist∆1− 5 and ∆XTX have been also reported to have no effect in males

[30, 31]. This is because they remove, at least in part, the Xist gene, and so the only X will

remain active.

Transgenic insertions of regions including Xist, Tsix and Xite genes (named πJL1, πJL2

and πJL3) have been performed in males as well as in females [26]. While in males such
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insertions can determine the initiation of XCI, in females can hinder the inactivation of the

X at least in a fraction of cases, as the Xist RNA starts accumulating around the transgene

[26].

In our model, if regions spanning the Tsix, Xite and Xist genes are introduced in a cell,

since they are likely to include binding sites for the AF as well as for the BF, they can

interfere in the normal XCI in males, by creating a “false target” for the BF, which can bind

to these transgenes leaving the X unprotected from the inactivation. In females, the AF can

be bound to this transgene, and determine the observed Xist over-expression on it.

The transgenic insertion of a region located a few kbp upstream of Xist gene, called Xpr

[8], has been shown to cause the inactivation of the only X in males and a biallelic expression

of Xist gene in females [8]. Both these results can be justified if it is assumed that Xpr

codes for a molecule that enters into AF assembling (as also hypothesized in [31]): in fact,

the insertion of this region would determine a higher concentration of the AF components,

that, in turn, can cause the assembling of an AF on the only X of a male cell and can also

delay the BF assembling on one of the two X’s in a female cell.

To summarise, in this section we showed how it is possible to rationalize the results of cur-

rently available insertion/deletion experiments within the quantitative framework provided

by our model. During X Inactivation in real cells a number of additional complications that

we do not considered here can intervene. The discussion above supports, though, a picture

where the driving mechanism leading to random X inactivation could be controlled by a few

core elements acting via simple, general physical processes.
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IV. CELLS WITH MORE THAN TWO X’S

It is interesting to speculate about XCI in cells with more than two X’s [32]. Our sce-

nario can be extended to describe XCI in those cases, as we describe below, but additional

hypotheses must be considered that go beyond our simple physics model because key pieces

of biological information are still missing.

For instance in XXXX cells, it is not known whether the X’s form, e.g., two independent

couples or a single interacting group. This could affect the predictions of our model: in

the former case, the most likely event is that an AF and a BF self-assemble in each couple

of X’s, and so, in most cases, two active and two inactive X would be present in the cell,

in agreement with some experimental finding in tetraploid XXXX cells [31]. In the latter

case, when the 4X are all in a single interacting group, the symmetry breaking mechanism

predicts the formation of two molecular complexes: two X’s are bound either to the AF or

the BF, whereas the remaining two are depleted of molecular factors and show an open con-

figuration. Thus, the resulting number of active/inactive X’s depends on further biological

assumptions, e.g., on the state of unbound X’s at XCI. And we have to consider that a real

population can be a mixture of the above cases. Another complication arising in diploid

cells with multiple X’s is that the concentration of autosomal products per X chromosome is

presumably lower, and this is going to affect the molecular components of the AF and/or BF.

As we have discussed (see above and main text), our model can easily accommodate

further layers of complications. Here we prefer, though, to restrict the number of additional

hypotheses to a minimum to better serve the purpose to illustrate the basic mechanisms

underlying chromatin spatial organization, the focus of the present paper. Conversely, as

mentioned before, since the mechanisms for conformational changes we discuss are very

robust to difference in molecular details, they could apply to alternative models of XCI in

diploid cells with multiple X and polyploid cells.
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FIG. S1: The density of type-A and B molecules, ρ
(1)
A (t) and ρ

(1)
B (t), around type-γ region of

polymers 1, and the interaction probabilities p
(1)
A (t) and p

(1)
B (t) of type-α and type-β regions on

polymer 1, are shown during a single run of the system dynamics, from an initial symmetrical

polymer looped state (see figures in Main Text), for a value of molecule homotypic interaction

energy, E0, in the ‘symmetry breaking’ phase (here E0 = 2kT , c = 2% and EX = 3kT ). Here,

ρ
(1)
A (t) grows to one whereas ρ

(1)
B (t) goes to zero, and at the same time p

(1)
A (t) ∼ 1 whereas p

(1)
B (t)→

0. Thus, while initially molecules are equally distributed around the polymers where both type of

loops are formed, after a transient of about ten hours molecules have aggregated around only one

of the polymers, and their binding symmetry is broken.
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FIG. S2: Pictorial representation of the model system we used to investigate the relationships

between the symmetry breaking mechanism and colocalization. In a lattice with periodic boundary

conditions, two directed polymers are included with binding sites (green beads) having an affinity

Ep for a set of diffusing molecules (type-1 molecules, yellow spheres). These molecules can form

bonds of energy E12 with another type of molecules (type-2, blue spheres), which, in turn have a

reciprocal interaction energy E22.
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FIG. S3: The pairing probability p of the two polymers (blue circles) and the symmetry-breaking

order parameter m =
(
|ρ(1)

2 − ρ
(2)
2 |
)
/
(
ρ

(1)
2 + ρ

(2)
2

)
(orange squares; ρ

(i)
2 is the density of type-2

molecules around the i-th chromosome) are plotted as function of time. It is shown that the

molecules break the binding symmetry between the polymers (p ∼ 0% whereas m ∼ 80% at

t ∼ 0.1 ÷ 1h); then, in a time scale which is one order of magnitude larger, the polymers do

colocalize and single self-assembled molecular cluster includes both of them (p ∼ 100% and m ∼ 0%

at t & 10h). See the snapshots in Fig.S4. Here Ep = E12 = E22 = 3kT , c1 = 1% and c2 = 4%.
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103 MC step

106 MC step

109 MC step

t = 0

t = 1 h

t = 10 h

FIG. S4: These 2D projections of the system show the configurations at three different times in a

single run, with the polymer center-of-mass marked by green circles and a color map representing

the density of type-2 molecules (red color indicates high density regions, blue low density; the

values of the parameters are Ep = E12 = E22 = 3kT , c1 = 1% and c2 = 4%). At t = 0 (upper

panel), the polymers are far apart and the molecules are uniformly distributed in the lattice; at

t = 1h, the polymers are still far from each other, but a unique molecular cluster is formed around

one of the two polymers; finally, at t = 10h, the polymers are paired and the molecular cluster

includes both of them.
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FIG. S5: Phase diagram of the system as function of the concentrations of the two species of

molecules, c1 and c2, with fixed values of energies (Ep = E12 = E22 = 3kT ). At low concentra-

tions, the polymers independently diffuse in the lattice (gray area, “Independent Diffusion”); if c1

increases above the black dashed line, the polymers stably colocalize at equilibrium (“Colocaliza-

tion”); the symmetry breaking occurs when c2 increases and the red dashed line is passed.
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Name Genotype

Wild Type

∆65kb

Tsix∆CpG

∆XTX

∆Jpx

FIG. S6: The table summarizes the genotype of some of the deletions we discuss in the text to help

visualizing their features and effects. From top to bottom, we show a drawing of the Wild-Type

Xic locus and then: ∆65kb [20], Tsix∆CpG [22], ∆XTX [31] and ∆Jpx [27]
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