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Abstract

We present a derivation of the model for the more general
case of M different options (instead of the 2 options used
in the main text). We also discuss some particular cases
that give simple expressions while still widely applicable.

Model for M options

Let M be the number of possible options, y,,, m =
1...M. Each individual estimates the probability that
each option is the best one, using its non-social infor-
mation (C) and the behavior of the other individuals
(B). So for one given option, say y,, we want to com-
pute

P(Y,|C, B), (S1)

where Y, stands for ’y, is the best option’. We can
compute the probability in Eq. S1 using Bayes’ theo-
rem,

P(B|Y,, C)P(Y,|C)
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Dividing numerator and denominator by the numera-
tor, we get

1
PY,|C.B) = 57— (53)
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contains only non-social information, and
P(B[Ym,C)
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contains the social information. Note that each term
of the summation preserves the multiplicative relation
between social and non-social information that was also
apparent in Eq. 3 of the main text. There may be M —
1 independent non-social parameters a,,, in the case

that no two options have equal non-social information.
But usually this will not be the case, and the number
of independent non-social parameters will be lower.

Now we assume independence among behaviors (Eq.
6 in main text), and group all possible behaviors in
L classes, {Bx}E_; (Eq. 7 in main text). These two
assumptions transform Eq. S5 into

L
S = [ [ 585,00 (S6)
k=1

where ny is the number of individuals performing be-
havior 8, and

= PG[Y,, ) o0

are the reliability parameters for behavior 85 with re-
spect to options y,, and y,. There may be up to
L(M —1) independent reliability parameters but usu-
ally they will not be all independent.

In summary, from Equations S3 and S6 we have that

M L -1
P(YM|C7 B) = <Z Amp H SZ,kmu> : (Sg)
m=1 k=1

This equation summarizes the general model applica-
ble to any kind of experiment. In the following sections
we consider two particular cases with a much simpler
expression.

One basic reliability parameter

The general model in Eq. S8 depends in general on
L(M — 1) independent reliability parameters sy -
Here we derive the model for a particular case in which
there is only one reliability parameter, s.

First, we consider classes of behaviors (from now on
we call them just ‘behaviors’) that simply consist of
choosing a given option. If for example the options are
different places, behaviors would be going to each of
those places. Therefore, the number of possible behav-
iors is the same as the number of options, L = M. We
use the convention that 3; is ‘choosing option y;’. Note
that when a behavior is not informative (i.e. its reli-
ability parameter is 1) it has no impact on the model
in Eq. S8. Therefore, considering this set of behaviors
is equivalent to assuming that all other behaviors have
reliability parameter equal to 1.

We further assume that P(8;|Y.,C) only depends
on whether k = m or k # m, so that

P(Bk|Yk, C) = P(Bi|Y1,C)

P(Bk|Ym, C) = P(B1]Y,, O), (S9)

k#m, l#p



Note that P(Sg|Yk,C) is the probability that an-
other individual makes the correct choice, and
P(Br|Ym, C)with k # m is the probability that it
makes a wrong choice. So this assumption means that
the probability of making the correct choice is the same
regardless of which option is actually the correct one.
In the case of symmetric choices, in which non-social
information C' is the same for all options, this relation
will hold automatically, not being an extra assump-
tion. It is likely that it also holds for many asymmetric
choices. For example, the results for the asymmetric
set-up presented in the main text suggest that it holds
in that case. We define

pe = P(Bi|Y%, O)
P = P(ﬂk|Ym7c’)7 k 7é m.
As it only matters whether the behavior matches the

correct choice or not, there are only four distinct types
of reliability parameters s ,, (Eq. S7):

P(BklYr,. C) _ pe

(S10)
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is the basic reliability parameter, equal to the proba-
bility that another individual makes the correct choice
over the probability that it makes a mistake, for any
behavior and for any individual. We regroup the terms
inEq. S8 so that it reflects the different types of si m,
(Eq. S11), and get

P(Y,|C,B) =

M L -1

n n Nk
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Using the relations in Eq. S11 we have that

M -1
P(Y,|C,B) = (Z amuw”m)) . (s14)
m=1

Note that the term m = p is always equal to 1, so
Eq. S14 is identical to

M 71
P(Y,|C, B) = (1 +> amus—(”»—”M) . (S15)
i

P(Xlc.B)

Figure 1. Probability of choosing one of the options
for the 3-choice symmetric case.

that has the same structure as the equations presented
in the main text.

Symmetric case

In the special case that all options are indistinguishable
using non-social information alone (symmetric case),
all non-social parameters a,,, are equal 1 and Eq. S15
becomes

M -1
P(Y,|C,B) = (1 + s_(”“_”m)> . (S16)
m=1
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We recall that in this case Eq. S9 holds automatically,
not being an extra assumption.

In the particular case of 3 options, x, y, z, we have

-1

P(X|C, B) = (14707 5= (817

and the corresponding expressions for P(Y|C, B) and

P(Z|C, B). Fig. 1 shows P(X|C, B) in terms of its two
effective variables, n, —n, and n, —n, (Eq. S17).



