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Model calibration by MCMC algorithm

The function given by the file mcmcrun.m in the toolbox employs delayed rejection and/or adaptive
Metropolic-Hastings (M-H) algorithm [1–4] and produces Markov chains to represent the underlying
joint posterior distribution of parameters for nonlinear Gaussian models. In our simulation, the variances
of the eight measured components, I0a, I1a, a ∈ {1, 2, 3, 4}, were given by inverse gamma distribution with
parameters (S2

0ia , N0ia), i ∈ {1, 2}, a ∈ {1, 2, . . . , 4}, respectively, with S2
0s being the initial error variances

and to be updated by the inverse gamma distribution. We set S2
0ia = 10 for i = 1 and 5 for i = 2 for

all values of a, and N0ia = 4. The prior distribution for each unknown parameter was set to be uniform
with proper range (Table 1). For the other three, we set S0p ∈ (.9, .99) (or C0p = 1 − S0p ∈ (.01, .1)),
S05 ∈ (400, 600) and S06 ∈ (200, 400).

We allowed the algorithm to run for 10000 iterations with burn-in of 5000 iterations, and the geweke
convergence diagnostic method was employed to assess convergence of chains [5]. Geweke value closes to
1 indicates good convergence of a chain.
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