## Supplementary material

## S1 Proofs of the main results

Consider a reaction network with $d$ species $\boldsymbol{S}_{\mathbf{1}}, \ldots, \boldsymbol{S}_{\boldsymbol{d}}$ and $K$ reaction channels with stoichiometric vectors $\zeta_{1}, \ldots, \zeta_{K}$. Let $\mathbb{N}_{0}$ be the set of non-negative integers. The state of the system at any time is given by a vector $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{N}_{0}^{d}$, where $x_{i}$ is the number of molecules of $\boldsymbol{S}_{i}$. When the state is $x$, the $j$-th reaction fires at rate $\lambda_{j}(x)$ and changes the state by $\zeta_{j}$. We can represent the reaction dynamics by a Markov process with state space $\mathcal{S} \subset \mathbb{N}_{0}^{d}$, where $\mathcal{S}$ satisfies the following property: if $x \in \mathcal{S}$ and $\lambda_{k}(x)>0$ for some $k=1, \ldots, K$, then $x+\zeta_{k} \in \mathcal{S}$. This ensures that if the reaction dynamics starts in $\mathcal{S}$, then it stays in $\mathcal{S}$ forever.

The rate of change of the distribution of a Markov process is given by its generator, which is an operator that maps functions to functions (see Chapter 4 in Ethier and Kurtz [6]). The generator of the Markov process corresponding to our reaction network is given by

$$
\begin{equation*}
\mathbb{A} f(x)=\sum_{k=1}^{K} \lambda_{k}(x) \Delta_{\zeta_{k}} f(x) \tag{S1.1}
\end{equation*}
$$

where $f: \mathbb{N}_{0}^{d} \rightarrow \mathbb{R}$ and for any vector $\zeta \in \mathbb{Z}^{d}$

$$
\Delta_{\zeta} f(x)=f(x+\zeta)-f(x)
$$

Our proofs will depend on an important relation, called Dynkin's formula (see Lemma 19.21 in Kallenberg [9]). Let $\left(X_{x_{0}}(t)\right)_{t \geq 0}$ be the Markov process with generator $\mathbb{A}$ and initial state $x_{0}$. If $f: \mathbb{N}_{0}^{d} \rightarrow \mathbb{R}$ is a bounded function, then Dynkin's formula states that

$$
\begin{equation*}
\mathbb{E}\left(f\left(X_{x_{0}}(\tau)\right)\right)=f\left(x_{0}\right)+\mathbb{E}\left(\int_{0}^{\tau} \mathbb{A} f\left(X_{x_{0}}(s)\right) d s\right) \tag{S1.2}
\end{equation*}
$$

for any stopping time $\tau$ which is finite almost surely. This relation will also hold for a general function $f$ if there exists a finite set $A \subset \mathcal{S}$ such that $X_{x_{0}}(t) \in A$ for all $t \leq \tau$. In this case we also have

$$
\begin{equation*}
\mathbb{E}\left(g(\tau) f\left(X_{x_{0}}(\tau)\right)\right)=g(0) f\left(x_{0}\right)+\mathbb{E}\left(\int_{0}^{\tau}\left(f\left(X_{x_{0}}(s)\right) \frac{d g(s)}{d s}+g(s) \mathbb{A} f\left(X_{x_{0}}(s)\right)\right) d s\right) \tag{S1.3}
\end{equation*}
$$

for any differentiable function $g:(0, \infty) \rightarrow \mathbb{R}$ and any function $f: \mathbb{N}_{0}^{d} \rightarrow \mathbb{R}$.
We recall the main condition of our paper below.
Condition S1.1. (Drift-Diffusivity Condition) For a positive vector $v \in \mathbb{R}^{d}$ there exist positive constants $c_{1}, c_{2}, c_{3}, c_{4}$ and a nonnegative constant $c_{5}$ such that for all $x \in \mathcal{S}$

$$
\begin{align*}
& \qquad \sum_{k=1}^{K} \lambda_{k}(x)\left\langle v, \zeta_{k}\right\rangle \leq c_{1}-c_{2}\langle v, x\rangle  \tag{S1.4a}\\
& \text { and } \sum_{k=1}^{K} \lambda_{k}(x)\left\langle v, \zeta_{k}\right\rangle^{2} \leq c_{3}+c_{4}\langle v, x\rangle+c_{5}\langle v, x\rangle^{2} . \tag{S1.4b}
\end{align*}
$$

This drift-diffusivity condition is called Condition DD, from now on. We normalize the vector $v$ in this condition to satisfy

$$
\begin{equation*}
\max \left\{\left|\left\langle v, \zeta_{k}\right\rangle\right|: k=1, \ldots, K\right\}=1 \tag{S1.5}
\end{equation*}
$$

Corresponding to the positive vector $v$ we define the $v$-norm on $\mathbb{R}^{d}$ by

$$
\begin{equation*}
\|x\|_{v}=\sum_{i=1}^{d} v_{i}\left|x_{i}\right| \tag{S1.6}
\end{equation*}
$$

We now provide some intuition on how Condition DD arises and how it is used. Let $f$ be the function defined by $f(x)=\|x\|_{v}=\langle v, x\rangle$. Then from (S1.1) we obtain

$$
\mathbb{A} f(x)=\sum_{k=1}^{K} \lambda_{k}(x)\left\langle v, \zeta_{k}\right\rangle
$$

For now assume that $\sup _{t \geq 0} \mathbb{E}\left(\left\|X_{x_{0}}(t)\right\|_{v}\right)<\infty$ and $\sup _{t \geq 0} \mathbb{E}\left(\int_{0}^{t}\left|\mathbb{A} f\left(X_{x_{0}}(s)\right)\right| d s\right)<\infty$. Since $\mathbb{A}$ is the generator of the Markov process $\left(X_{x_{0}}(t)\right)_{t \geq 0}$, it follows that the process $(m(t))_{t \geq 0}$ defined by

$$
m(t)=\left\|X_{x_{0}}(t)\right\|_{v}-\left\|x_{0}\right\|_{v}-\int_{0}^{t} \mathbb{A} f\left(X_{x_{0}}(s)\right) d s
$$

is a local martingale (see Chapter 4 in [6]). Hence we can write the stochastic equation for the dynamics of $\left(\left\|X_{x_{0}}(t)\right\|_{v}\right)_{t \geq 0}$ as

$$
\begin{equation*}
\left\|X_{x_{0}}(t)\right\|_{v}=\left\|x_{0}\right\|_{v}+\int_{0}^{t} \mathbb{A} f\left(X_{x_{0}}(s)\right) d s+m(t) \tag{S1.7}
\end{equation*}
$$

This equation shows that at time $t$, the process $\left(\left\|X_{x_{0}}(t)\right\|_{v}\right)_{t \geq 0}$ experiences a drift given by

$$
\mathbb{A} f\left(X_{x_{0}}(t)\right)=\sum_{k=1}^{K} \lambda_{k}\left(X_{x_{0}}(t)\right)\left\langle v, \zeta_{k}\right\rangle
$$

This drift provides a direction to the dynamics. On the other hand, the martingale term $m(t)$ captures the diffusive effects at time $t$, because it causes undiectional perturbations in the dynamics. The predictable quadratic variation (see Chapter 26 in [9]) of the martingale $(m(t))_{t \geq 0}$ is

$$
\begin{equation*}
\langle m\rangle_{t}=\int_{0}^{t} \sum_{k=1}^{K} \lambda_{k}\left(X_{x_{0}}(s)\right)\left\langle v, \zeta_{k}\right\rangle^{2} d s \tag{S1.8}
\end{equation*}
$$

which shows that at time $t$, the strength of the diffusive effects in the dynamics of $\left(\left\|X_{x_{0}}(t)\right\|_{v}\right)_{t \geq 0}$ is

$$
\sum_{k=1}^{K} \lambda_{k}\left(X_{x_{0}}(t)\right)\left\langle v, \zeta_{k}\right\rangle^{2}
$$

Therefore Condition DD provides upper bounds on the drift and diffusion components in the dynamics of $\left(\left\|X_{x_{0}}(t)\right\|_{v}\right)_{t \geq 0}$ when $X_{x_{0}}(t)=x$. Hence we call this condition as the drift-diffusivity condition. Observe that when the process $\left(\left\|X_{x_{0}}(t)\right\|_{v}\right)_{t \geq 0}$ goes above $c_{1} / c_{2}$ then it experiences a negative drift, indicating that it will move downwards. This fact is crucial for proving our results.

## S1.1 Moment Bounds

Let $\left(X_{x_{0}}(t)\right)_{t \geq 0}$ be the Markov process with generator $\mathbb{A}$ and initial state $x_{0} \in \mathcal{S}$. Its distribution at time $t$ is denoted by $p_{x_{0}}(t)$. Hence for any $y \in \mathcal{S}$

$$
p_{x_{0}}(t, y)=\mathbb{E}\left(X_{x_{0}}(t)=y\right) .
$$

From now on we suppose that Condition DD is satisfied for some positive vector $v$ scaled according to (S1.5). For any positive integer $r$ define

$$
\begin{equation*}
m_{x_{0}}^{r}(t)=\mathbb{E}\left(\left\|X_{x_{0}}(t)\right\|_{v}^{r}\right)=\sum_{x \in \mathcal{S}}\|x\|_{v}^{r} p_{x_{0}}(t, x) . \tag{S1.9}
\end{equation*}
$$

For $j=0,1, \ldots,(r-1)$ let

$$
\kappa_{j}^{r}=\left\{\begin{array}{cc}
\binom{r}{r-j} c_{3}+\binom{r}{r-j+1} c_{4}+\binom{r}{r-j+2} c_{5} & \text { for } j=0, \ldots, r-2 \\
r c_{1}+\binom{r}{2} c_{4}+\binom{r}{3} c_{5} & \text { for } j=r-1
\end{array}\right.
$$

where $\binom{i}{j}=\frac{i!}{j!(i-j)!}$ if $i \geq j$ and 0 otherwise. Define

$$
\begin{equation*}
\beta_{r}=r\left(c_{2}-\left(\frac{r-1}{2}\right) c_{5}\right) \tag{S1.10}
\end{equation*}
$$

and let

$$
r_{\max }=\left\{\begin{array}{cc}
1+\frac{2 c_{2}}{c_{5}} & \text { if } c_{5}>0  \tag{S1.11}\\
\infty & \text { if } c_{5}=0
\end{array}\right.
$$

Note that for any positive integer $r<r_{\max }$ we have $\beta_{r}>0$. Define

$$
C_{r}\left(x_{0}\right)=\max \left\{\left\|x_{0}\right\|_{v}^{r}, \frac{1}{\beta_{r}} \sum_{j=0}^{r-1} \kappa_{j}^{r} C_{j}\left(x_{0}\right)\right\} \quad \text { and } \quad \hat{C}_{r}=\frac{1}{\beta_{r}} \sum_{j=0}^{r-1} \kappa_{j}^{r} \hat{C}_{j}
$$

where $C_{0}\left(x_{0}\right)=\hat{C}_{0}=1$. Let $U_{x_{0}}^{0}(t)=1$ for all $t \geq 0$. For any integer $r \geq 1$ and $t \geq 0$ define

$$
U_{x_{0}}^{r}(t)=e^{-\beta_{r} t}\left\|x_{0}\right\|_{v}^{r}+\sum_{j=0}^{r-1} \kappa_{j}^{r} \int_{0}^{t} e^{-\beta_{r}(t-s)} U_{x_{0}}^{j}(s) d s
$$

We now present a result that is slightly more general than Theorem 2 in the paper.
Theorem S1.2. Assume that Condition DD holds. For any positive integer $r$ and $x_{0} \in \mathcal{S}$ let $m_{x_{0}}^{r}(t)$ be given by (S1.9). If $r<r_{\max }$ then we have the following.
(A) For any $t \geq 0, m_{x_{0}}^{r}(t) \leq U_{x_{0}}^{r}(t)$.
(B) For any $x_{0} \in \mathcal{S}$, $\sup _{t \geq 0} m_{x_{0}}^{r}(t) \leq C_{r}\left(x_{0}\right)$.
(C) For all $x_{0} \in \mathcal{S}, \limsup _{t \rightarrow \infty} m_{x_{0}}^{r}(t) \leq \hat{C}_{r}$.

Proof. Let $f(x)=\langle v, x\rangle^{r}$ for some integer $r \geq 1$. Then

$$
\begin{aligned}
\mathbb{A} f(x) & =\sum_{k=1}^{K} \lambda_{k}(x)\left(\left(\langle v, x\rangle+\left\langle v, \zeta_{k}\right\rangle\right)^{r}-\langle v, x\rangle^{r}\right) \\
& =\sum_{i=1}^{r}\binom{r}{i}\left(\sum_{k=1}^{K} \lambda_{k}(x)\left\langle v, \zeta_{k}\right\rangle^{i}\right)\langle v, x\rangle^{r-i} \\
& =r\left(\sum_{k=1}^{K} \lambda_{k}(x)\left\langle v, \zeta_{k}\right\rangle\right)\langle v, x\rangle^{r-1}+\sum_{i=2}^{r}\binom{r}{i}\left(\sum_{k=1}^{K} \lambda_{k}(x)\left\langle v, \zeta_{k}\right\rangle^{i}\right)\langle v, x\rangle^{r-i} .
\end{aligned}
$$

Due to (S1.5) and (S1.4b) we get that for $i \geq 2$

$$
\left(\sum_{k=1}^{K} \lambda_{k}(x)\left\langle v, \zeta_{k}\right\rangle^{i}\right) \leq\left(\sum_{k=1}^{K} \lambda_{k}(x)\left\langle v, \zeta_{k}\right\rangle^{2}\right) \leq c_{3}+c_{4}\langle v, x\rangle+c_{5}\langle v, x\rangle^{2}
$$

and hence using (S1.4a) we obtain

$$
\begin{align*}
\mathbb{A} f(x) & \leq c_{1} r\langle v, x\rangle^{r-1}-\beta_{r}\langle v, x\rangle^{r}+\sum_{i=2}^{r}\binom{r}{i}\langle v, x\rangle^{r-i}\left(c_{3}+c_{4}\langle v, x\rangle+c_{5}\langle v, x\rangle^{2}\right) \\
& =\sum_{j=0}^{r-1} \kappa_{j}^{r}\langle v, x\rangle^{j}-\beta_{r}\langle v, x\rangle^{r} \\
& =-\beta_{r} H_{r}(\langle v, x\rangle), \tag{S1.12}
\end{align*}
$$

where $H_{r}$ is the polynomial given by

$$
\begin{equation*}
H_{r}(y)=y^{r}-\frac{1}{\beta_{r}} \sum_{j=0}^{r-1} \kappa_{j}^{r} y^{j} \tag{S1.13}
\end{equation*}
$$

Let $g(t)=e^{\beta_{r} t}$ and $f(x)=\langle v, x\rangle^{r}$. Then using (S1.12) we get

$$
\begin{aligned}
\frac{d g(t)}{d t} f(x)+g(t) \mathbb{A} f(x) & \leq \beta_{r} e^{\beta_{r} t}\langle v, x\rangle^{r}-\beta_{r} e^{\beta_{r} t} H_{r}(\langle v, x\rangle) \\
& =e^{\beta_{r} t} \sum_{j=0}^{r-1} \kappa_{j}^{r}\langle v, x\rangle^{j} .
\end{aligned}
$$

Let $\left(X_{x_{0}}(t)\right)_{t \geq 0}$ be the Markov process with generator $\mathbb{A}$ and initial state $x_{0}$. Pick a $M>0$ and let $\tau_{M}$ be the stopping time given by

$$
\tau_{M}=\inf \left\{t \geq 0:\left\langle v, X_{x_{0}}(t)\right\rangle \geq M\right\}
$$

Then (S1.3) implies that

$$
\begin{equation*}
\mathbb{E}\left(e^{\beta_{r}\left(t \wedge \tau_{M}\right)}\left\langle v, X_{x_{0}}\left(t \wedge \tau_{M}\right)\right\rangle^{r}\right) \leq\left\langle v, x_{0}\right\rangle^{r}+\mathbb{E}\left(\int_{0}^{t \wedge \tau_{M}} e^{\beta_{r} s} \sum_{j=0}^{r-1} \kappa_{j}^{r}\left\langle v, X_{x_{0}}(s)\right\rangle^{j} d s\right) \tag{S1.14}
\end{equation*}
$$

for any $t \geq 0$. We will prove all parts of this theorem by induction. Part (A) is trivially true for $r=0$. Assume that it holds for all integers less than $n<\left(r_{\max }-1\right)$. Also suppose that $\tau_{M} \rightarrow \infty$ a.s. as $M \rightarrow \infty$. Letting $M \rightarrow \infty$ in (S1.14) and using the dominated convergence theorem along with Fatou's lemma yields

$$
\begin{aligned}
\mathbb{E}\left(e^{\beta_{n} t}\left\langle v, X_{x_{0}}(t)\right\rangle^{n}\right) & =\mathbb{E}\left(\lim _{M \rightarrow \infty} e^{\beta_{n}\left(t \wedge \tau_{M}\right)}\left\langle v, X_{x_{0}}\left(t \wedge \tau_{M}\right)\right\rangle^{n}\right) \\
& \leq\left\langle v, x_{0}\right\rangle^{n}+\lim _{M \rightarrow \infty} \mathbb{E}\left(\int_{0}^{t \wedge \tau_{M}} e^{\beta_{n} s} \sum_{j=0}^{n-1} \kappa_{j}^{n}\left\langle v, X_{x_{0}}(s)\right\rangle^{j} d s\right) \\
& \leq\left\langle v, x_{0}\right\rangle^{n}+\sum_{j=0}^{n-1} \kappa_{j}^{n} \int_{0}^{t} e^{\beta_{n} s} \mathbb{E}\left(\left\langle v, X_{x_{0}}(s)\right\rangle^{j}\right) d s \\
& =\left\langle v, x_{0}\right\rangle^{n}+\sum_{j=0}^{n-1} \kappa_{j}^{n} \int_{0}^{t} e^{\beta_{n} s} m_{x_{0}}^{j}(s) d s \\
& \leq\left\langle v, x_{0}\right\rangle^{n}+\sum_{j=0}^{n-1} \kappa_{j}^{n} \int_{0}^{t} e^{\beta_{n} s} U_{x_{0}}^{j}(s) d s
\end{aligned}
$$

Multiplying both sides by $e^{-\beta_{n} t}$ gives us

$$
m_{x_{0}}^{n}(t)=\mathbb{E}\left(\left\langle v, X_{x_{0}}(t)\right\rangle^{n}\right) \leq U_{x_{0}}^{n}(t)=e^{-\beta_{n} t}\left\langle v, x_{0}\right\rangle^{n}+\sum_{j=0}^{n-1} \kappa_{j}^{n} \int_{0}^{t} e^{-\beta_{n}(t-s)} U_{x_{0}}^{j}(s) d s
$$

This proves part (A), provided we can show that $\tau_{M} \rightarrow \infty$ a.s. as $M \rightarrow \infty$. For this note that (S1.14) for $r=1$ yields

$$
\begin{aligned}
\mathbb{E}\left(e^{c_{2}\left(t \wedge \tau_{M}\right)}\left\langle v, X_{x_{0}}\left(t \wedge \tau_{M}\right)\right\rangle\right) & \leq\left\langle v, x_{0}\right\rangle+c_{1} \mathbb{E}\left(\int_{0}^{t \wedge \tau_{M}} e^{c_{2} s} d s\right) \\
& =\left\langle v, x_{0}\right\rangle+\frac{c_{1}}{c_{2}} \mathbb{E}\left(e^{c_{2}\left(t \wedge \tau_{M}\right)}-1\right) \\
& \leq\left\langle v, x_{0}\right\rangle+\frac{c_{1}}{c_{2}}\left(e^{c_{2} t}-1\right) .
\end{aligned}
$$

Markov's inequality implies that

$$
\begin{aligned}
\mathbb{P}\left(\tau_{M}<t\right) & =\mathbb{P}\left(\left\langle v, X_{x_{0}}\left(t \wedge \tau_{M}\right)\right\rangle \geq M\right) \\
& \leq \frac{\mathbb{E}\left(\left\langle v, X_{x_{0}}\left(t \wedge \tau_{M}\right)\right\rangle\right)}{M} \\
& \leq \frac{\mathbb{E}\left(e^{c_{2}\left(t \wedge \tau_{M}\right)}\left\langle v, X_{x_{0}}\left(t \wedge \tau_{M}\right)\right\rangle\right)}{M} \\
& \leq \frac{\left\langle v, x_{0}\right\rangle+\frac{c_{1}}{c_{2}}\left(e^{c_{2} t}-1\right)}{M} .
\end{aligned}
$$

Hence for any $t \geq 0$

$$
\lim _{M \rightarrow \infty} \mathbb{P}\left(\tau_{M}<t\right)=0
$$

This shows that $\tau_{M} \rightarrow \infty$ a.s. as $M \rightarrow \infty$ and completes the proof of part (A).
The following inequality certainly holds for $r=0$.

$$
\sup _{t \geq 0} U_{x_{0}}^{r}(t) \leq C_{r}\left(x_{0}\right) .
$$

Assume that it holds for all integers $r$ less than $n<\left(r_{\max }-1\right)$. Then

$$
\begin{aligned}
U_{x_{0}}^{n}(t) & =e^{-\beta_{n} t}\left\langle v, x_{0}\right\rangle^{n}+\sum_{j=0}^{n-1} \kappa_{j}^{n} \int_{0}^{t} e^{-\beta_{n}(t-s)} U_{x_{0}}^{j}(s) d s \\
& \leq e^{-\beta_{n} t}\left\langle v, x_{0}\right\rangle^{n}+\sum_{j=0}^{n-1} \kappa_{j}^{n} C_{j}\left(x_{0}\right) \int_{0}^{t} e^{-\beta_{n}(t-s)} d s \\
& =e^{-\beta_{n} t}\left\langle v, x_{0}\right\rangle^{n}+\left(1-e^{-\beta_{n} t}\right) \frac{\sum_{j=0}^{n-1} \kappa_{j}^{n} C_{j}\left(x_{0}\right)}{\beta_{n}} .
\end{aligned}
$$

The right hand side is a convex combination of two positive numbers. Hence we get

$$
U_{x_{0}}^{n}(t) \leq \max \left\{\left\langle v, x_{0}\right\rangle^{n}, \frac{1}{\beta_{n}} \sum_{j=0}^{n-1} \kappa_{j}^{n} C_{j}\left(x_{0}\right)\right\}=C_{n}\left(x_{0}\right) .
$$

Taking supremum over $t \geq 0$ proves

$$
\sup _{t \geq 0} U_{x_{0}}^{n}(t) \leq C_{n}\left(x_{0}\right)
$$

Then part (B) follows from part (A).
We now prove part (C). Fix a $T>0$ and a positive integer $n<\left(r_{\max }-1\right)$. Then for any $j=$ $0,1, \ldots,(n-1)$ we have

$$
\lim _{t \rightarrow \infty} \int_{0}^{T} e^{-\beta_{n}(t-s)} U_{x_{0}}^{j}(s) d s \leq C_{j}\left(x_{0}\right) \lim _{t \rightarrow \infty} \int_{0}^{T} e^{-\beta_{n}(t-s)} d s=0
$$

and hence

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{0}^{t} e^{-\beta_{n}(t-s)} U_{x_{0}}^{j}(s) d s=\lim _{t \rightarrow \infty} \int_{T}^{t} e^{-\beta_{n}(t-s)} U_{x_{0}}^{j}(s) d s \tag{S1.15}
\end{equation*}
$$

The following relation certainly holds for $r=0$

$$
\lim _{t \rightarrow \infty} U_{x_{0}}^{r}(t)=\hat{C}_{r} .
$$

Assume that it holds for all integers $r$ less than $n$. Then for any $j=0,1, \ldots,(n-1)$

$$
\frac{\inf _{t \in[T, \infty)} U_{x_{0}}^{j}(t)}{\beta_{n}} \leq \lim _{t \rightarrow \infty} \int_{T}^{t} e^{-\beta_{n}(t-s)} U_{x_{0}}^{j}(s) d s \leq \frac{\sup _{t \in[T, \infty)} U_{x_{0}}^{j}(t)}{\beta_{n}}
$$

Since $\lim _{t \rightarrow \infty} U_{x_{0}}^{j}(t)=\hat{C}_{j}$, using (S1.15) and letting $T \rightarrow \infty$ in the above relation shows that

$$
\lim _{t \rightarrow \infty} \int_{0}^{t} e^{-\beta_{n}(t-s)} U_{x_{0}}^{j}(s) d s=\frac{\hat{C}_{j}}{\beta_{n}} .
$$

Therefore we can conclude that

$$
\begin{aligned}
\lim _{t \rightarrow \infty} U_{x_{0}}^{n}(t) & =\lim _{t \rightarrow \infty}\left(e^{-\beta_{n} t}\left\langle v, x_{0}\right\rangle^{n}+\sum_{j=0}^{n-1} \kappa_{j}^{n} \int_{0}^{t} e^{-\beta_{n}(t-s)} U_{x_{0}}^{j}(s) d s\right) \\
& =\sum_{j=0}^{n-1} \kappa_{j}^{n} \lim _{t \rightarrow \infty} \int_{0}^{t} e^{-\beta_{n}(t-s)} U_{x_{0}}^{j}(s) d s \\
& =\frac{\sum_{j=0}^{n-1} \kappa_{j}^{n} \hat{C}_{j}}{\beta_{n}} \\
& =\hat{C}_{n} .
\end{aligned}
$$

Now part (C) follows from part (A).
From the above theorem we can obtain uniform and asymptotic moment bounds for the process $\left(X_{x_{0}}(t)\right)_{t \geq 0}$. For any positive integer $r$, let $\Psi^{r}\left(x_{0}, t\right)$ denote the $r$-th moment of $X_{x_{0}}(t)$. Then $\Psi^{r}\left(x_{0}, t\right)$ is a tensor of rank $r$ whose entry at index $\left(i_{1}, \ldots, i_{r}\right) \in\{1, \ldots, d\}^{r}$ is given by

$$
\begin{equation*}
\Psi_{i_{1} \ldots i_{r}}^{r}\left(x_{0}, t\right)=\sum_{y \in \mathcal{S}} y_{i_{1}} \ldots y_{i_{r}} p_{x_{0}}(t, y) \tag{S1.16}
\end{equation*}
$$

where $y=\left(y_{1}, \ldots, y_{d}\right)$ and $p_{x_{0}}(t)$ is the distribution of $X_{x_{0}}(t)$. Then we have the following result on moment bounds.

Proposition S1.3. (Moment Bounds) Assume that Condition DD holds. Pick a positive integer $r<r_{\max }$ and let $C_{r}\left(x_{0}\right)$ and $\hat{C}_{r}$ be the positive constants obtained in Theorem S1.2. Then for any index $\left(i_{1}, \ldots, i_{r}\right) \in\{1,2, \ldots, d\}^{r}$ we have

$$
\begin{gathered}
\sup _{t \geq 0} \Psi_{i_{1} \ldots i_{r}}^{r}\left(x_{0}, t\right) \leq \frac{C_{r}\left(x_{0}\right)}{\prod_{j=1}^{r} v_{i_{j}}} \\
\text { and } \limsup _{t \rightarrow \infty} \Psi_{i_{1} \ldots i_{r}}^{r}\left(x_{0}, t\right) \leq \frac{\hat{C}_{r}}{\prod_{j=1}^{r} v_{i_{j}}} \text { for all } x_{0} \in \mathcal{S} .
\end{gathered}
$$

Proof. Note that if $v=\left(v_{1}, \ldots, v_{d}\right)$ and $y=\left(y_{1}, \ldots, y_{d}\right) \in \mathcal{S}$, then $y_{i} \leq\|y\|_{v} / v_{i}$ for each $i$. Hence for any $\left(i_{1}, \ldots, i_{r}\right) \in\{1, \ldots, d\}^{r}$

$$
\begin{aligned}
\Psi_{i_{1} \ldots i_{r}}^{r}\left(x_{0}, t\right) & =\sum_{y \in \mathcal{S}} y_{i_{1}} \ldots y_{i_{r}} p_{x_{0}}(t, y) \\
& \leq \frac{\sum_{y \in \mathcal{S}}\|y\|_{v}^{r} p_{x_{0}}(t, y)}{\prod_{j=1}^{r} v_{i_{j}}} \\
& =\frac{m_{x_{0}}^{r}(t)}{\prod_{j=1}^{r} v_{i_{j}}}
\end{aligned}
$$

The result is now immediate from Theorem S1.2.
The next lemma will be useful later.
Lemma S1.4. Assume that Condition DD holds and let $C_{r}\left(x_{0}\right)$ and $\hat{C}_{r}$ be defined as above. If $c_{5}=0$ in ( S 1.4 b ) then there exist positive constants $C\left(x_{0}\right)$ and $C$ such that for all positive integers $r$ we have $C_{r}\left(x_{0}\right) \leq r!\left(C\left(x_{0}\right)\right)^{r}$ and $\hat{C}_{r} \leq r!C^{r}$.

Proof. Let $c=\max \left\{c_{1}, c_{3}, c_{4}\right\}$. Pick a $C>0$ satisfying

$$
\begin{equation*}
C \geq \frac{1}{\log \left(1+\frac{c_{2}}{c}\right)} \tag{S1.17}
\end{equation*}
$$

Observe that since $c_{5}=0$ we have $\beta_{n}=n c_{2}$ for each $n$. If $n \geq 2$ then

$$
\begin{aligned}
\frac{1}{\beta_{n}} \sum_{j=0}^{n-1} \kappa_{j}^{n} j!C^{j} & =\frac{1}{\beta_{n}}\left[c_{3} \sum_{j=0}^{n-2} \frac{n!}{(n-j)!} C^{j}+c_{4} \sum_{j=0}^{n-2} \frac{j n!}{(n-j+1)!} C^{j}\right. \\
& \left.+n!c_{1} C^{n-1}+\left(\frac{n!(n-1)}{2}\right) c_{4} C^{n-1}\right] \\
& \leq \frac{c}{\beta_{n}}\left[\sum_{j=0}^{n-1} \frac{n!}{(n-j)!} C^{j}+\sum_{j=0}^{n-1} \frac{j n!}{(n-j+1)!} C^{j}\right] \\
& \leq \frac{c}{\beta_{n}}\left[\sum_{j=0}^{n-1} \frac{n!}{(n-j)!}\left(1+\frac{j+1}{n-j+1}\right) C^{j}\right] \\
& =\frac{c}{\beta_{n}}\left[\sum_{j=0}^{n-1} \frac{n!}{(n-j)!}\left(\frac{n+2}{n-j+1}\right) C^{j}\right] \\
& \leq\left(\frac{c(n+2)}{2 \beta_{n}}\right) n!\left[\sum_{j=0}^{n-1} \frac{C^{j}}{(n-j)!}\right] \\
& =\left(\frac{c(n+2)}{2 \beta_{n}}\right) n!C^{n}\left[\sum_{r=1}^{n} \frac{1}{r!C^{r}}\right] \\
& \leq\left(\frac{c}{c_{2}}\right) n!C^{n}\left(e^{\frac{1}{C}}-1\right) .
\end{aligned}
$$

Therefore using (S1.17) we obtain

$$
\begin{equation*}
\frac{1}{\beta_{n}} \sum_{j=0}^{n-1} \kappa_{j}^{n} j!C^{j} \leq n!C^{n}\left(\frac{c}{c_{2}}\right)\left(e^{\log \left(1+\frac{c_{2}}{c}\right)}-1\right)=n!C^{n} \tag{S1.18}
\end{equation*}
$$

We will prove this lemma by induction. Since $\log (1+x) \leq x$ for any $x \geq 0$ and $C$ satisfies (S1.17), it must also satisfy

$$
C \geq \frac{1}{\log \left(1+\frac{c_{2}}{c}\right)} \geq \frac{c}{c_{2}} \geq \frac{c_{1}}{c_{2}}=\frac{\kappa_{0}^{1}}{c_{2}} .
$$

Hence

$$
\begin{equation*}
\hat{C}_{r} \leq r!C^{r} \tag{S1.19}
\end{equation*}
$$

holds for $r=1$. Assume that it holds for all $r=1,2, \ldots,(n-1)$ for some integer $n \geq 2$. Then from (S1.18) we get

$$
\hat{C}_{n}=\frac{1}{\beta_{n}} \sum_{j=0}^{n-1} \kappa_{j}^{n} \hat{C}_{j} \leq \frac{1}{\beta_{n}} \sum_{j=0}^{n-1} \kappa_{j}^{n} j!C^{j} \leq n!C^{n}
$$

This shows that (S1.19) holds for $r=n$. Hence we can conclude that (S1.19) is satisfied for all positive integers $r$. Defining $C\left(x_{0}\right)=\max \left\{\left\langle v, x_{0}\right\rangle, C\right\}$, one can verify in a similar way that

$$
C_{r}\left(x_{0}\right) \leq\left(C\left(x_{0}\right)\right)^{r}
$$

for each positive integer $r$. This completes the proof of the lemma.
Using Lemma S1.4 we obtain the following result.
Theorem S1.5. (Uniform Light-Tailedness) Let $\left(X_{x_{0}}(t)\right)_{t \geq 0}$ be the Markov process with generator $\mathbb{A}$ and initial state $x_{0} \in \mathcal{S}$. Suppose that Condition DD holds with $c_{5}=0$. Then there exists a $\gamma>0$ such that

$$
\sup _{t \geq 0} \mathbb{E}\left(e^{\gamma\left\|X_{x_{0}}(t)\right\|_{v}}\right)=\sup _{t \geq 0} \sum_{y \in \mathcal{S}} e^{\gamma\|y\|_{v}} p_{x_{0}}(t, y)<\infty .
$$

Proof. For any integer $r \geq 1$ let $C_{r}\left(x_{0}\right)$ be as in Theorem S1.2. Let $C\left(x_{0}\right)$ be a positive constant such that $C_{r}\left(x_{0}\right) \leq r!\left(C\left(x_{0}\right)\right)^{r}$ for every integer $r \geq 1$. Such a constant exists due to Lemma S1.4. From part (B) of Theorem S1.2 we have

$$
\sup _{t \geq 0} \mathbb{E}\left(\left\|X_{x_{0}}(t)\right\|_{v}^{r}\right) \leq C_{r}\left(x_{0}\right) \leq r!C\left(x_{0}\right) .
$$

Observe that

$$
\begin{aligned}
\sup _{t \geq 0} \mathbb{E}\left(e^{\gamma\left\|X_{x_{0}}(t)\right\|_{v}}\right) & \leq 1+\sum_{r=1}^{\infty} \gamma^{r} \frac{\sup _{t \geq 0} \mathbb{E}\left(\left\|X_{x_{0}}(t)\right\|_{v}^{r}\right)}{r!} \\
& \leq 1+\sum_{r=1}^{\infty} \gamma^{r} \frac{C_{r}\left(x_{0}\right)}{r!} \\
& \leq 1+\sum_{r=1}^{\infty}\left(\gamma C\left(x_{0}\right)\right)^{r} .
\end{aligned}
$$

If we let $\gamma=1 /\left(2 C\left(x_{0}\right)\right)$ then

$$
\sup _{t \geq 0} \mathbb{E}\left(e^{\gamma\left\|X_{x_{0}}(t)\right\|_{v}}\right) \leq 1+\sum_{r=1}^{\infty} \frac{1}{2^{r}}<\infty .
$$

This proves the theorem.

## S2 Ergodicity and Moment Convergence

Consider a Markov process $\left(X_{x_{0}}(t)\right)_{t \geq 0}$ with state space $\mathcal{S}$ and initial state $x_{0} \in \mathcal{S}$. Let $p_{x_{0}}(t) \in \mathcal{P}(\mathcal{S})$ be the distribution of $X_{x_{0}}(t)$, where $\mathcal{P}(\mathcal{S})$ is the space of all probability measures over $\mathcal{S}$. Such a Markov process is called ergodic if there exists a $\pi \in \mathcal{P}(\mathcal{S})$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|p_{x_{0}}(t)-\pi\right\|_{\mathrm{TV}}=0 \text { for all } x_{0} \in \mathcal{S} . \tag{S2.1}
\end{equation*}
$$

Here $\pi$ is the unique stationary distribution for the dynamics and $\|\cdot\|_{\text {TV }}$ denotes the total-variation norm over $\mathcal{P}(\mathcal{S})$ given by

$$
\|\mu\|_{\mathrm{TV}}=\sup _{A \subset \mathcal{S}} \mu(A)
$$

If the convergence in (S2.1) is exponentially fast, then the process is called exponentially ergodic.
Meyn and Tweedie [11] have given a criterion for proving ergodicity for continuous time Markov processes. Their criterion involves checking certain drift conditions (called Foster-Lyapunov inequalities) based on the generator of the Markov process. In particular, if the state space $\mathcal{S}$ is countable and
irreducible for the Markov process $\left(X_{x_{0}}(t)\right)_{t \geq 0}$ with generator $\mathbb{A}$, then the ergodicity of this process can be verified by finding a positive norm-like ${ }^{1}$ function $V: \mathcal{S} \rightarrow \mathbb{R}$ such that for some $c_{1}, c_{2}>0$ we have

$$
\begin{equation*}
\mathbb{A} V(x) \leq c_{1}-c_{2} V(x) \text { for all } x \in \mathcal{S} \tag{S2.2}
\end{equation*}
$$

In fact, the existence of such a function $V$ shows that the process is exponentially ergodic. If Condition DD is satisfied for a positive vector $v$ then the function $V$ defined by $V(x)=\langle v, x\rangle$ satisfies (S2.2) due to condition (S1.4a). This gives our next result which is essentially a reformulation of Theorem 7.1 in [11].

Proposition S2.1. (Ergodicity) Let $\left(X_{x_{0}}(t)\right)_{t \geq 0}$ be the Markov process with generator $\mathbb{A}$ and initial state $x_{0}$. Assume that the state space $\mathcal{S}$ is irreducible and Condition ( S 1.4 a ) holds. Then this process is exponentially ergodic in the sense that there exists a unique stationary distribution $\pi \in \mathcal{P}(\mathcal{S})$ along with constants $B, c>0$ such that for any $x_{0} \in \mathcal{S}$

$$
\sup _{A \subset \mathcal{S}}\left|p_{x_{0}}(t, A)-\pi(A)\right| \leq B e^{-c t} \text { for all } t \geq 0
$$

From now on we assume that the process $\left(X_{x_{0}}(t)\right)_{t \geq 0}$ is ergodic with stationary distribution $\pi$. The next result is a simple consequence of ergodicity.

Proposition S2.2. Assume that Condition DD holds. Let $f: \mathcal{S} \rightarrow \mathbb{R}$ be a function such that for some positive integer $r<\left(r_{\max }-1\right)$ there exists a $C>0$ satisfying

$$
\begin{equation*}
|f(x)| \leq C\left(1+\|x\|_{v}^{r}\right) \text { for all } x \in \mathcal{S} \tag{S2.3}
\end{equation*}
$$

Then $\sum_{y \in \mathcal{S}}|f(y)| \pi(y)<\infty$ and for any $x_{0} \in \mathcal{S}$

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbb{E}\left(f\left(X_{x_{0}}(t)\right)\right)=\sum_{y \in \mathcal{S}} f(y) \pi(y) \tag{S2.4}
\end{equation*}
$$

Furthermore for any $x_{0} \in \mathcal{S}$, the following relation is satisfied with probability 1

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} f\left(X_{x_{0}}(s)\right) d s=\sum_{y \in \mathcal{S}} f(y) \pi(y) \tag{S2.5}
\end{equation*}
$$

Proof. Suppose that $f$ is a positive function. It suffices to prove the proposition in this case. We have assumed that for some positive integer $r<\left(r_{\max }-1\right)$ there exists a $C>0$ such that (S2.3) is satisfied. Let $q$ be an integer satisfying $r<q<r_{\max }$ and let $\rho=q / r$. Note that $\rho>1$. For all $x \in \mathcal{S}$ we have

$$
\begin{equation*}
(f(x))^{\rho} \leq C^{\rho}\left(1+\|x\|_{v}^{r}\right)^{\rho} \leq C^{\rho} 2^{\rho}\left(1+\|x\|_{v}^{r \rho}\right)=C^{\rho} 2^{\rho}\left(1+\|x\|_{v}^{q}\right) \tag{S2.6}
\end{equation*}
$$

Since $q<r_{\text {max }}$, Theorem S1.2 shows that there exists a positive constant $\hat{C}_{q}$ such that

$$
\limsup _{t \rightarrow \infty} \mathbb{E}\left(\left\|X_{x_{0}}(t)\right\|_{v}^{q}\right) \leq \hat{C}_{q}
$$

From (S2.6) we obtain that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \mathbb{E}\left(\left(f\left(X_{x_{0}}(t)\right)\right)^{\rho}\right) \leq C^{\rho} 2^{\rho}\left(1+\hat{C}_{q}\right) \tag{S2.7}
\end{equation*}
$$

Note that ergodicity of the process $\left(X_{x_{0}}(t)\right)_{t \geq 0}$ implies that for any set $A \subset \mathcal{S}$ if $\sup _{x \in A} f(x)<\infty$ then we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sum_{y \in A} f(y) p_{x_{0}}(t, y)=\sum_{y \in A} f(y) \pi(y) \tag{S2.8}
\end{equation*}
$$

[^0]Suppose that $\sum_{y \in \mathcal{S}} f(y) \pi(y)=\infty$. Then for any $M>0$, there exists a finite set $A_{M} \subset \mathcal{S}$ such that $\sum_{y \in A_{M}} f(y) \pi(y)>M$. Therefore from (S2.8) we obtain

$$
M<\sum_{y \in A_{M}} f(y) \pi(y)=\lim _{t \rightarrow \infty} \sum_{y \in A_{M}} f(y) p_{x_{0}}(t, y) \leq \limsup _{t \rightarrow \infty} \mathbb{E}\left(f\left(X_{x_{0}}(t)\right)\right) .
$$

Let $M_{0}=\limsup _{t \rightarrow \infty} \mathbb{E}\left(f\left(X_{x_{0}}(t)\right)\right)$. Then $M_{0}$ is finite due to (S2.7). If we take $M$ to be greater than $M_{0}$ then we have a contradiction. Hence $\sum_{y \in \mathcal{S}} f(y) \pi(y)<\infty$.

For $n=1,2, \ldots$ define a finite set

$$
A_{n}=\left\{x \in \mathcal{S}: f(x)<n M_{0}\right\}
$$

and let $A_{n}^{c}$ denote the complement of $A_{n}$. Note $A_{1} \subset A_{2} \subset A_{3} \subset \ldots$ and $\cup_{n=1}^{\infty} A_{n}=\mathcal{S}$. Using the monotone convergence theorem we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sum_{y \in A_{n}} f(y) \pi(y)=\sum_{y \in \mathcal{S}} f(y) \pi(y) . \tag{S2.9}
\end{equation*}
$$

From Markov's inequality we get

$$
\begin{aligned}
& \limsup _{t \rightarrow \infty} \mathbb{P}\left(f\left(X_{x_{0}}(t)\right) \notin A_{n}\right) \leq \limsup _{t \rightarrow \infty} \mathbb{P}\left(f\left(X_{x_{0}}(t)\right) \geq n M_{0}\right) \\
& \leq \frac{{\lim \sup _{t \rightarrow \infty} \mathbb{E}\left(f\left(X_{x_{0}}(t)\right)\right)}_{n M_{0}}^{n}}{} \\
& \leq \frac{1}{n} .
\end{aligned}
$$

Let $\mathbb{1}_{A_{n}^{c}}(\cdot)$ denote the indicator function of the set $A_{n}^{c}$. Let $\rho^{\prime}$ be the positive number satisfying $(1 / \rho)+$ $\left(1 / \rho^{\prime}\right)=1$. Using the Holder's inequality along with (S2.7) gives us

$$
\begin{aligned}
\limsup _{t \rightarrow \infty} \sum_{y \in A_{n}^{c}} f(y) p_{x_{0}}(t, y) & =\limsup _{t \rightarrow \infty} \mathbb{E}\left(f\left(X_{x_{0}}(t)\right) \mathbb{1}_{A_{n}^{c}}\left(X_{x_{0}}(t)\right)\right) \\
& \leq \limsup _{t \rightarrow \infty}\left(\mathbb{E}\left(f\left(X_{x_{0}}(t)\right)^{\rho}\right)\right)^{\frac{1}{\rho}}\left(\mathbb{E}\left(\mathbb{1}_{A_{n}^{c}}\left(X_{x_{0}}(t)\right)\right)\right)^{\frac{1}{\rho^{\prime}}} \\
& \leq \limsup _{t \rightarrow \infty}\left(\mathbb{E}\left(f\left(X_{x_{0}}(t)\right)^{\rho}\right)\right)^{\frac{1}{\rho}}\left(\mathbb{P}\left(X_{x_{0}}(t) \notin A_{n}\right)\right)^{\frac{1}{\rho^{\prime}}} \\
& \leq \frac{2 C\left(1+\hat{C}_{q}\right)^{\frac{1}{\rho}}}{n^{\frac{1}{\rho^{\prime}}}}
\end{aligned}
$$

Using this inequality along with (S2.8) we obtain

$$
\begin{aligned}
\limsup _{t \rightarrow \infty} \mathbb{E}\left(f\left(X_{x_{0}}(t)\right)\right) & =\limsup _{t \rightarrow \infty} \sum_{y \in \mathcal{S}} f(y) p_{x_{0}}(t, y) \\
& =\limsup _{t \rightarrow \infty}\left(\sum_{y \in A_{n}} f(y) p_{x_{0}}(t, y)+\sum_{y \in A_{n}^{c}} f(y) p_{x_{0}}(t, y)\right) \\
& \leq \limsup _{t \rightarrow \infty} \sum_{y \in A_{n}} f(y) p_{x_{0}}(t, y)+\limsup _{t \rightarrow \infty} \sum_{y \in A_{n}^{c}} f(y) p_{x_{0}}(t, y) \\
& \leq \sum_{y \in A_{n}} f(y) \pi(y)+\frac{2 C\left(1+\hat{C}_{q}\right)^{\frac{1}{\rho}}}{n^{\frac{1}{\rho}}}
\end{aligned}
$$

Letting $n \rightarrow \infty$ and using (S2.9) yields

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \mathbb{E}\left(f\left(X_{x_{0}}(t)\right)\right) \leq \lim _{n \rightarrow \infty} \sum_{y \in A_{n}} f(y) \pi(y)=\sum_{y \in \mathcal{S}} f(y) \pi(y) \tag{S2.10}
\end{equation*}
$$

Similarly one can show that

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \mathbb{E}\left(f\left(X_{x_{0}}(t)\right)\right) \geq \sum_{y \in \mathcal{S}} f(y) \pi(y) \tag{S2.11}
\end{equation*}
$$

Combining (S2.10) and (S2.11) proves (S2.4). The relation (S2.5) is just the law of large numbers for ergodic processes (see [10]).

Using Proposition S2.2 we can prove convergence of moments of $\left(X_{x_{0}}(t)\right)_{t>0}$ to their stationary values. For any positive integer $r$, let $\Pi^{r}$ denote the $r$-th moment of the stationary distribution $\pi$. Then $\Pi^{r}$ is a tensor of rank $r$ defined in the same way as $\Psi^{r}\left(x_{0}, t\right)$ (see (S1.16)), with $p_{x_{0}}(t, y)$ replaced by $\pi(y)$.

Theorem S2.3. (Moment Convergence) Assume that Condition DD holds. Let $r$ be any positive integer satisfying $r<\left(r_{\max }-1\right)$. Then $\Pi^{r}$ is finite (componentwise) and $\Psi^{r}\left(x_{0}, t\right) \rightarrow \Pi^{r}$ as $t \rightarrow \infty$.

Proof. Let $r$ be any positive integer satisfying $r<\left(r_{\max }-1\right)$. Pick any index $\left(i_{1}, \ldots, i_{r}\right) \in\{1, \ldots, d\}^{r}$. Let $f: \mathcal{S} \rightarrow \mathbb{R}$ be given by $f(y)=y_{i_{1}} \ldots y_{i_{r}}$, where $y=\left(y_{1}, \ldots, y_{d}\right)$. If $v=\left(v_{1}, \ldots, v_{d}\right)$ then $y_{i} \leq\|y\|_{v} / v_{i}$ for each $i$. Hence if $C=1 /\left(\prod_{j=1}^{r} v_{i_{j}}\right)$ then for all $y \in \mathcal{S}$ we have

$$
|f(y)| \leq C\left(1+\|y\|_{v}^{r}\right)
$$

Observe that

$$
\Psi_{i_{1}, \ldots, i_{r}}^{r}\left(x_{0}, t\right)=\sum_{y \in \mathcal{S}} f(y) p_{x_{0}}(t, y)
$$

and

$$
\Pi_{i_{1}, \ldots, i_{r}}^{r}=\sum_{y \in \mathcal{S}} f(y) \pi(y) .
$$

To prove the result we have to show that $\prod_{i_{1}, \ldots, i_{r}}^{r}<\infty$ and $\Psi_{i_{1}, \ldots, i_{r}}^{r}\left(x_{0}, t\right) \rightarrow \Pi_{i_{1}, \ldots, i_{r}}^{r}$ as $t \rightarrow \infty$. The proof is now immediate from Proposition S2.2.

From Proposition S2.2 we can also conclude that for any positive integer $r<\left(r_{\max }-1\right)$ we have

$$
\lim _{t \rightarrow \infty} \sum_{x \in \mathcal{S}}\|y\|_{v}^{r} p_{x_{0}}(t, y)=\sum_{y \in \mathcal{S}}\|y\|_{v}^{r} \pi(y) .
$$

Using part (C) of Theorem S1.2 we get

$$
\begin{equation*}
\sum_{y \in \mathcal{S}}\|y\|_{v}^{r} \pi(y) \leq \hat{C}_{r} . \tag{S2.12}
\end{equation*}
$$

This allows us to prove the following result.
Theorem S2.4. (Light-Tailedness at stationarity) Suppose that Condition DD holds with $c_{5}=0$. Then there exists a $\gamma>0$ such that

$$
\sum_{y \in \mathcal{S}} e^{\gamma\|y\|_{v}} \pi(y)<\infty .
$$

Proof. Note that if $c_{5}=0$ then $r_{\max }=\infty$ and (S2.12) holds for all positive integers $r$. Let $C$ be a positive constant such that $\hat{C}_{r} \leq r!C^{r}$ for all integers $r \geq 1$. Such a constant exists due to Lemma S1.4.

Let $\gamma=1 /(2 C)$. Due to (S2.12) we obtain

$$
\begin{aligned}
\sum_{y \in \mathcal{S}} e^{\gamma\|y\|_{v}} \pi(y) & \leq 1+\sum_{r=1}^{\infty} \frac{\gamma^{r}}{r!} \sum_{y \in \mathcal{S}}\|y\|_{v}^{r} \pi(y) \\
& \leq 1+\sum_{r=1}^{\infty} \frac{\gamma^{r}}{r!} \hat{C}_{r} \\
& \leq 1+\sum_{r=1}^{\infty}(\gamma C)^{r} \\
& \leq 1+\sum_{r=1}^{\infty} \frac{1}{2^{r}}<\infty
\end{aligned}
$$

This proves the theorem.
Using the analytical tools developed in the previous sections, several general results can be stated for the class of unimolecular reaction networks and bimolecular reaction networks. In what follows, when we say that a moment is bounded, we mean that it is bounded uniformly in time. This can be established using Theorem S1.2 once Condition DD is verified. Furthermore, when we say that a moment is globally converging, we mean that it converges to its equilibrium value as time tends to infinity, irrespective of the initial state $x_{0}$. Once, Condition DD is verified, this can established using Theorem S2.3.

## S3 Results on unimolecular reaction networks

We now discuss results on unimolecular reaction networks. As shown in the paper, these networks exhibit certain interesting properties. For instance, the boundedness of the all the moments can be judged from the feasibility of a linear program. Moreover this feasibility criterion also proves that the underlying (irreducible) Markov process representing the reaction network is ergodic.

For unimolecular networks, condition (S1.4a) can be reformulated as

$$
\begin{equation*}
p\left(c_{1}, c_{2}, v, x\right):=x^{\boldsymbol{\top}}\left(A+c_{2} I\right) v+b^{T} v-c_{1} \leq 0 \tag{S3.1}
\end{equation*}
$$

for all $x \in \mathbb{R}_{\geq 0}^{d}$. Here, the matrix $A$ is Metzler $^{2}$ and the vector $b$ is nonnegative. Linearity of the propensity functions implies that condition (S1.4b) can always be satisfied with $c_{5}=0$, for a suitable choice of positive constants $c_{3}$ and $c_{4}$. Hence we do not consider this condition further in this section. The rest of this section is devoted to deriving theoretical and computational results for characterizing the existence of $v>0$ such that (S3.1) holds and, when this is the case, finding (sub)optimal values for $c_{1}$ and $c_{2}$ in order to compute asymptotic moment bounds and infer ergodicity of the Markov process.

## S3.1 Proof of Proposition 7 and extensions to uncertain networks

We prove here Proposition 7 in the main text, which is recalled below for convenience.
Proposition S3.1 (Nominal ergodicity). Let us consider the general unimolecular reaction network (15) and assume that the state-space of the underlying Markov process is irreducible. Let the matrices $A \in \mathbb{R}^{d \times d}$ and $b \in \mathbb{R}_{\geq 0}^{d},\|b\| \neq 0$, be further defined as

$$
\begin{equation*}
\sum_{n=1}^{K} \lambda_{n}(x)\left\langle v, \zeta_{n}\right\rangle=x^{\top} A v+b^{\top} v \tag{S3.2}
\end{equation*}
$$

Then, the following statements are equivalent:

1. The matrix $A$ is Hurwitz-stable, i.e. it has all its eigenvalues in the open left half-plane.
2. There exists a positive vector $v \in \mathbb{R}^{d}$ such that $A v<0$.
[^1]Moreover, when one of the above statements holds, the Markov process describing the reaction network is exponentially ergodic and all the moments are bounded and globally converging.

Proof. To prove the equivalence between statements 1) and 2), it is enough to note that the matrix $A$ is Metzler. Then, from linear positive systems theory [8], the result follows. If one of the statements holds, then there exist $v>0$ and $c_{2}$ such that $A v \leq-c_{2} v$. Choosing then $c_{1}=b^{\top} v$ shows exponential ergodicity of the process. Noticing finally that the Condition DD holds with $c_{5}=0$ proves that all the moments are bounded and globally converging.

Now assume that the Metzler matrix $A$ in (S3.1) depends on a vector $\delta \in[-1,1]^{\eta}$ where $\eta \in \mathbb{N}$ is the number of distinct uncertain parameters. We write this matrix as $A(\delta)$. Several methods can be used in order to deal with this case with uncertainities in the propensity functions.

Exact method Suppose that there exists a matrix $A_{+} \in \mathbb{R}^{d \times d}$ satisfying the following properties:

1. $A(\delta) \leq A_{+}$(in the componentwise sense) for all $\delta \in[-1,1]^{\eta}$
2. There exists a $\delta^{*} \in[-1,1]^{\eta}$ such that $A_{+}=A\left(\delta^{*}\right)$.

Note that such a matrix $A_{+}$may not exist, especially when some entries are not independent. However, when $A_{+}$exists we have the following result.

Theorem S3.2 (Robust ergodicity). Let us consider the general unimolecular reaction network (15) described by the uncertain Metzler matrix $A(\delta)$ that we assume to admit the upper-bound $A_{+}$defined above. Assume further that the state-space of the underlying Markov process is irreducible for all uncertain parameter values $\delta \in[-1,1]^{\eta}$. Then, the following statements are equivalent:

1. The matrix $A(\delta)$ is Hurwitz-stable for all $\delta \in[-1,1]^{\eta}$.
2. The matrix $A_{+}$is Hurwitz-stable.
3. There exists a positive vector $v \in \mathbb{R}^{d}$ such that $A_{+} v<0$.

Moreover, when one of the above statements holds, the Markov process describing the reaction network is robustly exponentially ergodic and and all the moments are bounded and globally converging.

Proof. The proof relies on the fact that for two Metzler matrices $M_{1}, M_{2} \in \mathbb{R}^{n \times n}$ such that $M_{2} \geq M_{1}$ componentwise, we have that $\lambda_{F}\left(M_{2}\right) \geq \lambda_{F}\left(M_{1}\right)$ where $\lambda_{F}(\cdot)$ is the Frobenius eigenvalue [1]. Therefore, assuming that $A_{+}$defined in the sense of (S3.3) exists, proving that $A_{+}$is Hurwitz-stable implies that $A(\delta)$ is Hurwitz-stable for all $\delta \in[-1,1]^{\eta}$. Conversely, having $A(\delta)$ Hurwitz-stable for all $\delta \in[-1,1]^{\eta}$ implies that $A_{+}$is Hurwitz-stable as well since there exists at least one $\delta \in[-1,1]^{\eta}$ for which we have $A_{+}=A(\delta)$.

Approximate method When $A_{+}$is not defined, it is possible to derive a conservative criterion using the matrix

$$
\begin{equation*}
A_{ \pm}:=\sup _{\delta \in[-1,1]^{\eta}}\{A(\delta)\} \tag{S3.3}
\end{equation*}
$$

where the supremum is again taken in the in the componentwise sense. Note that, in this case, the matrix $A_{ \pm}$is always well-defined and we have that $A \pm=A_{+}$when $A_{+}$exists. The use of $A_{ \pm}$leads to the following result.

Theorem S3.3 (Robust ergodicity). Let us consider the general unimolecular reaction network (15) described by the uncertain Metzler matrix $A(\delta)$. Assume further that the state-space of the underlying Markov process is irreducible for all uncertain parameter values $\delta \in[-1,1]^{\eta}$. Then, the following statements are equivalent:

1. The matrix $A_{ \pm}$is Hurwitz-stable.
2. There exists a positive vector $v \in \mathbb{R}^{d}$ such that $A_{ \pm} v<0$.

Then, the matrix $A(\delta)$ is Hurwitz-stable for all $\delta \in[-1,1]^{\eta}$ and the stochastic reaction network is exponentially ergodic and all the moments are bounded and globally converging.

Proof. The proof follows along the same lines as the first robustness result.
Note, however, that the Hurwitz-stability condition on $A_{ \pm}$is only sufficient. It is also possible to merge these two approaches by first choosing a maximal subset of parameters for which $A_{+}$is well-defined and then consider the remaining parameters $\delta^{\prime} \in[-1,1]^{\eta^{\prime}}, \eta^{\prime}<\eta$ in a robust analysis setting by looking for a constant vector $v>0$ such that $A_{+}\left(\delta^{\prime}\right) v<0$. A parameter dependent $v\left(\delta^{\prime}\right)$ may also be considered, at the expense of computational complexity and poor scalability. Finally, the method of [3] can be used as well in order to explicitly consider the structure of the parameter dependence of the matrix $A(\delta)$.

Example S3.4. Let us consider the Metzler matrix

$$
A(\delta)=\left[\begin{array}{cc}
-1 & 0 \\
2+\delta & -3-\delta
\end{array}\right]
$$

where $\delta \in[-1,1]$. This matrix does not admit an upper-bound $A_{+}$since the $(2,1)$ entry is maximum when $\delta=1$ while the (2,2) entry is maximum when $\delta=-1$. However, the corresponding $A_{ \pm}$matrix is given by

$$
A_{ \pm}=\left[\begin{array}{cc}
-1 & 0 \\
3 & -2
\end{array}\right]
$$

Note that since the matrix $A_{ \pm}$is Hurwitz-stable, then $A(\delta)$ is also Hurwitz-stable for all $\delta \in[-1,1]$. If, however, we modify $A(\delta)$ so that the (1,2) entry is now equal to 1, then the matrix $A(\delta)$ is still Hurwitz-stable for all $\delta \in[-1,1]$ but $A_{ \pm}$is not.

## S3.2 Computing an optimal value for $\widehat{C}_{1}$ when the vector $v$ is given

Assume now that we want to find the minimum value for the asymptotic first-order moment bound of $\langle v, X(t)\rangle$ given by $\widehat{C}_{1}=c_{1} / c_{2}$ in Theorem S1.2. Let $v>0$ be given. In this case, finding an optimal value for the ratio $c_{1} / c_{2}$ can be cast as the following optimization problem:

$$
\begin{align*}
& \min _{c_{1}, c_{2}} \widehat{C}_{1}:=\frac{c_{1}}{c_{2}} \quad \text { s.t. } \\
& c_{1}, c_{2}>0  \tag{S3.4}\\
& p\left(c_{1}, c_{2}, v, x\right) \leq 0, \forall x \in \mathbb{R}_{\geq 0}^{N}
\end{align*}
$$

Since the polynomial $p\left(c_{1}, c_{2}, v, x\right)$ is affine in $x$, the above optimization problem is equivalent to

$$
\begin{align*}
\min _{\left(c_{1}, c_{2}\right) \in \mathbb{R}^{2}} \widehat{C}_{1} & \text { s.t. } \\
& c_{1}, c_{2}>0  \tag{S3.5}\\
& \left(A+c_{2} I\right) v \leq 0 \\
& b^{T} v-c_{1} \leq 0 .
\end{align*}
$$

The above optimization problem with rational cost can be equivalently turned into a linear program, as presented below:

Theorem S3.5. The optimal solution $z^{*}$ of the linear program

$$
\begin{array}{ll}
\max _{z \in \mathbb{R}} z & \text { s.t. } \\
& z>0  \tag{S3.6}\\
& (z I+A) v \leq 0
\end{array}
$$

is related to the solution $\widehat{C}_{1}^{*}$ of the program (S3.5) by $\widehat{C}_{1}^{*}=\frac{b^{\top} v}{z^{*}}$.

Proof. The optimization problem (S3.4) is a linear fractional programming problem [2, pp. 151]. Using the change of variables $y_{1}=c_{1} / c_{2}, y_{2}=1 / c_{2}$ (see [2, pp. 151]), we can reformulate it as the following equivalent linear programming problem

$$
\begin{align*}
\min _{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}} y_{1} & \text { s.t. } \\
& v+A v y_{2} \leq 0 \\
& -y_{1}+y_{2} b^{\boldsymbol{\top}} v \leq 0  \tag{S3.7}\\
& y_{2} \geq 0
\end{align*}
$$

and we have $y_{1}^{*}=\widehat{C}_{1}^{*}$.
Noting that minimizing over $y_{1}>0$ according to the second constraint is equivalent to saying that $y_{1}^{*}=b^{\top} v y_{2}^{*}$, we obtain the optimization problem

$$
\begin{array}{ll}
\min _{y_{2} \in \mathbb{R}} y_{2} & \text { s.t. } \\
& \left(I+y_{2} A\right) v \leq 0  \tag{S3.8}\\
& y_{2} \geq 0
\end{array}
$$

and we have $\widehat{C}_{1}^{*}=b^{\boldsymbol{\top}} v y_{2}^{*}$. The problem is obviously not feasible for $y_{2}=0$ since $v>0$ by assumption. Therefore, letting $z:=1 / y_{2}$ yields the result.

Remark S3.6. The computational complexity of the optimization problem (S3.6) scales linearly with respect to the number of species. The number of variables is 1 and the number of constraints is $d+1$. Note that the number of reactions does not have any impact on the complexity of the optimization problem.

## S3.3 Computing an optimal value for $\widehat{C}_{1}$ when the vector $v$ contains some decision variables

In this case, the problem involves bilinear constraints and a globally convergent bisection procedure can be used to maximize $c_{2}$ (but may not globally minimize $c_{1} / c_{2}$ ). In the following, the vector $\theta \in \mathbb{R}_{>0}^{\ell}$, $\ell \leq d$ is used to denote the decision variables. In this case, we denote by $v(\theta)$ the vector $v$ depending on the decision vector $\theta$.

## S3.3.1 Some entries of $v$ are fixed

We assume here that $\ell<d$. The optimization problem that needs to be solved in this case is given by

$$
\begin{align*}
\max _{(z, \theta) \in \mathbb{R}^{\ell+1}} z & \text { s.t. } \\
& z>0  \tag{S3.9}\\
& v_{i}(\theta)>\epsilon_{i}, i=1, \ldots, \ell \\
& (z I+A) v(\theta) \leq 0
\end{align*}
$$

where the $\epsilon_{i}$ 's are lower bounds on the $v_{i}(\theta)$ 's in order to avoid 0 values (if required). This problem can be solved using a bisection algorithm and we have

$$
\begin{equation*}
\widehat{C}_{1}^{*} \leq \frac{b^{\top} v\left(\theta^{*}\right)}{z^{*}} \tag{S3.10}
\end{equation*}
$$

In general equality does not hold in (S3.10). However when $b^{\boldsymbol{\top}} v(\theta)$ does not depend on $\theta$, the computed optimum is global for the specific choice of $v(\theta)$ and constraints on $\theta$.

Remark S3.7 (Complexity). In this optimization problem, the number of constraints is $d+\ell+1$ while the number of variables is $\ell+1$. The computational complexity therefore grows linearly with respect to the number of species.

## S3.3.2 $v$ has to be fully determined

When $\ell=d$, the vector $v=\theta$ has to be fully determined. In this case, a problem may occur when the matrix $A$ is reducible ${ }^{3}$. If this happens, the optimal solution for $v$ may contain 0 entries, and therefore this solution cannot be used for our subsequent analysis. Nevertheless, such a solution gives some insights on the optimal value $c_{2}^{*}=z^{*}$.

Perron-Frobenius Theorem Since $A$ in (S3.1) is a Metzler matrix, Perron-Frobenius theory can be applied to determine the suitable values for $v$ and $z$ such that $(z I+A) v=0$ holds. Note that this problem is an eigenvalue problem.
Theorem S3.8 (Perron-Frobenius Theorem). Let $M \in \mathbb{R}^{n \times n}$ be an irreducible Metzler matrix and let $\tau>0$ be such that $\tau I+M$ is nonnegative and has spectral radius $\rho$. Then,

1. the number $\rho$ is positive and is an eigenvalue of $\tau I+M$;
2. the eigenvalue $\rho$ is simple;
3. the matrix $M+\tau I$ has a right-eigenvector with positive entries;
4. $\rho$ is the only eigenvalue having a positive eigenvector.

In order to apply this result to our problem, set $\tau=-\min \left\{0, a_{11}, \ldots, a_{d d}\right\} \geq 0$ to have $A+\tau I$ nonnegative. The optimal value $z^{*}$ is then simply given by $z^{*}=\tau-\rho$ and we have $\left(z^{*} I+A\right) v^{*}=0$ where $v^{*}$ is the positive right-eigenvector associated with the eigenvalue $\rho$ of $\tau I+A$.

An example where $v$ does not contain any 0 entry Let $A$ and $b$ be given by

$$
A=\left[\begin{array}{cc}
-2 & 1  \tag{S3.11}\\
1 & -3
\end{array}\right], b=\left[\begin{array}{l}
1 \\
0
\end{array}\right]
$$

Clearly, $A$ is irreducible. Choosing $\tau=3$, we get that $\rho=\frac{1+\sqrt{5}}{2}$ and therefore

$$
z^{*}=\frac{5-\sqrt{5}}{2} \text { and } v^{*}=\left[\left(\frac{1+\sqrt{5}}{2}\right)\right] .
$$

In this case, $c_{1}=v_{1}=\frac{1+\sqrt{5}}{2}$ and then we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbb{E}\left[(1+\sqrt{5}) X_{1}(t)+2 X_{2}(t)\right] \leq 1+\frac{3}{5} \sqrt{5} \tag{S3.12}
\end{equation*}
$$

where $\left(X_{1}(t), X_{2}(t)\right)_{t \geq 0}$ is the Markov process describing the reaction network associated with the matrices (S3.11). Let

$$
E(t):=\left[\begin{array}{l}
\mathbb{E}\left[X_{1}(t)\right] \\
\mathbb{E}\left[X_{2}(t)\right]
\end{array}\right]
$$

be the vector of first-order moments. Then, we have that

$$
\begin{equation*}
\dot{E}(t)=A^{\top} E(t)+b, E(0)=E_{0} \tag{S3.13}
\end{equation*}
$$

The above dynamical system can be used to check the tightness of the bound in (S3.12). To this aim, we compute the equilibrium point of the above system which is given by

$$
E^{*}=-A^{-\mathrm{T}} b=\frac{1}{5}\left[\begin{array}{l}
3  \tag{S3.14}\\
1
\end{array}\right] .
$$

Substituting then the equilibrium solution (S3.14) in the left-hand side of (S3.12), we obtain that

$$
(1+\sqrt{5}) E_{1}^{*}+2 E_{2}^{*}=1+\frac{3}{5} \sqrt{5}
$$

which shows the exactness of the computed upper-bound in this case.

[^2]An example where $v$ contains 0 entries When $A$ is reducible, there may not be a positive $v^{*}$ such that $\left(z^{*} I+A\right) v^{*}=0$ holds, as shown in the following example.
Example S3.9. Assume that $A$ and $b$ are given by

$$
A=\left[\begin{array}{cc}
-1 & 1 \\
0 & -2
\end{array}\right], b=\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

Clearly, $A$ is reducible and the optimal $z$ is given by $z^{*}=1$ but the corresponding $v$ is given by $v^{*}=$ $\left[\begin{array}{ll}1 & 0\end{array}\right]^{\top}$ which contains a 0 entry.

In such case, there exist two possibilities: either pick a suboptimal $z^{*}$ and solve the problem in an analytical way, or use an optimization algorithm. We describe both these approaches below.

Algorithmic solution A computational way to solve the ' 0 -entry problem' relies on the following optimization problem where positive lower bounds $\epsilon_{i}$ are imposed on the components of $v$ :

$$
\begin{align*}
\max _{(z, v) \in \mathbb{R}^{d+1}} z & \text { s.t. } \\
& z>0  \tag{S3.15}\\
& v_{i}>\epsilon_{i}, i=1, \ldots, d \\
& (z I+A) v \leq 0 .
\end{align*}
$$

This problem can be solved using a bisection algorithm and we have

$$
\begin{equation*}
\widehat{C}_{1}^{*} \leq \frac{b^{\top} v^{*}}{z^{*}} \tag{S3.16}
\end{equation*}
$$

Analytical solution The idea here is to simply pick a small $\varepsilon>0$ for which we have $\left(\left(z^{*}-\varepsilon\right) I+A\right) v_{\varepsilon} \leq$ 0 for some $v_{\varepsilon}>0$, and then solve the problem analytically. In the case of Example S3.9, if we pick a small $\varepsilon \in(0,1)$, there will exist a corresponding $v_{\varepsilon}$ such that $\left(\left(z^{*}-\varepsilon\right) I+A\right) v_{\varepsilon} \leq 0$ holds. A suitable $v_{\varepsilon}$ is given by $v_{\varepsilon}=\left[\begin{array}{ll}\xi / \varepsilon & \xi\end{array}\right]$ for some $\xi>0$. The optimal choice for $c_{1}$ is therefore $c_{1}^{*}=\xi / \varepsilon$ in this case. Looking at the ratio $c^{*}:=c_{1}^{*} / c_{2}^{*}$, we find that

$$
\begin{equation*}
c^{*}=\frac{\xi}{\varepsilon(1-\varepsilon)} \tag{S3.17}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbb{E}\left[\frac{\xi}{\varepsilon} X_{1}(t)+\xi X_{2}(t)\right] \leq \frac{4 \xi}{\varepsilon(1-\varepsilon)} \tag{S3.18}
\end{equation*}
$$

The right-hand side is minimum when $\varepsilon=1 / 2$, and this yields

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbb{E}\left[2 \xi X_{1}(t)+\xi X_{2}(t)\right] \leq 4 \xi \tag{S3.19}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbb{E}\left[2 X_{1}(t)+X_{2}(t)\right] \leq 4 \tag{S3.20}
\end{equation*}
$$

Again, we can check the validity of the bound by looking at the stationary solution of the dynamical system representing the dynamics of the first-order moments:

$$
\begin{equation*}
\dot{E}(t)=A^{\top} E(t)+b, E(0)=E_{0} \tag{S3.21}
\end{equation*}
$$

given by

$$
E^{*}=-A^{-\mathrm{T}} b=\left[\begin{array}{c}
1  \tag{S3.22}\\
1 / 2
\end{array}\right]
$$

Substituting the stationary solution in (S3.20), shows that the bound 4 is not tight since $2 E_{1}^{*}+E_{2}^{*}=$ $2.5<4$.

The take-away message here is that minimizing (S3.17) does not always minimize the gap between the right-hand side and the left-hand side of (S3.18). This gap, moreover, clearly depends on the choice of $v$. Note also that minimizing such a gap is generally not possible since the equilibrium values may not be known (e.g. in the bimolecular case for instance).

## S4 Results on bimolecular reaction networks

When bimolecular networks are considered, the condition (S1.4a) can be reformulated as

$$
\begin{equation*}
p\left(c_{1}, c_{2}, v, x\right)=x^{\boldsymbol{\top}} M(v) x+x^{\boldsymbol{\top}}\left(A+c_{2} I\right) v+b^{\boldsymbol{\top}} v-c_{1} \leq 0, x \in \mathbb{R}_{\geq 0}^{d} . \tag{S4.1}
\end{equation*}
$$

The presence of the quadratic term $x^{\boldsymbol{\top}} M(v) x$ clearly complicates the analysis. Several approaches can therefore be considered to take care of this term:

1. For some networks, the quadratic terms can be eliminated from the constraints through an appropriate choice for $v$, simplifying the subsequent analysis. For these networks, boundedness of all moments follows from the boundedness of the first-order moments. As in the previous section, ergodicity can be proved using simple results from linear algebra or by solving linear programming problems.
2. For some other networks, the quadratic terms cannot be eliminated but the condition (S4.1) can be exactly cast as a linear programming problem. Ergodicity holds but boundedness of all the moments does not hold in general.
3. In all the other cases, we will have to deal with a copositivity problem (NP-complete problem [12]) and will have to rely upon conservative LP and SDP relaxations, some of them being asymptotically exact, yet very complex numerically. In this case, again, ergodicity will hold but boundedness of all the moments is not guaranteed.

Only the two first cases are theoretically developed in the current paper. The latter one will only be illustrated in Section S11 through an example. The full theory of the latter case will be addressed in a future paper.

## S4.1 Proof of Propositions 10 and 11

To address Case 1, it is convenient to define $S_{q}$ as the restriction of the stoichiometry matrix $S$ to bimolecular reactions. Define

$$
\mathcal{N}_{q}:=\left\{v \in \mathbb{R}^{d}: v>0, v^{\top} S_{q}=0\right\}
$$

which consists of positive vectors in the left null-space of $S_{q}$. Then we have the following result (corresponding to Proposition 10 in the paper).

Proposition S4.1 (Nominal ergodicity for bimolecular networks). Let us consider the general bimolecular reaction network (18) and assume that the state-space of the underlying Markov process is irreducible. Assume further that there exists a vector $v \in \mathcal{N}_{q}$ such that $A v<0$.

Then, the stochastic bimolecular reaction network (18) is ergodic and all the moments are bounded and globally converging.

Proof. The proof follows from the fact that if $v \in \mathcal{N}_{q}$, then (S4.1) reduces to

$$
\begin{equation*}
p\left(c_{1}, c_{2}, v, x\right)=x^{\boldsymbol{\top}}\left(A+c_{2} I\right) v+b^{\boldsymbol{\top}} v-c_{1} \leq 0 \tag{S4.2}
\end{equation*}
$$

which is identical as in the unimolecular case. Then, the existence of $v \in \mathcal{N}_{q}, c_{1}, c_{2}>0$ such that the above inequality holds for all $x \in \mathbb{R}_{\geq 0}^{d}$ proves ergodicity. The boundedness and global convergence of all the moments follows from Corollary S2.3 and the fact that $c_{5}$ can be set to 0 in (S1.4b).

The critical role of the space $\mathcal{N}_{q}$ imposes a restriction on the number of bimolecular reactions. The non-emptiness of $\mathcal{N}_{q}$ is equivalent to the existence of a conservation law for all the bimolecular reactions, i.e. a linear combination of all the species whose value is preserved over time when considering only bimolecular reactions. Note that this definition extends to more general mass-action kinetics as well. A necessary condition for the non-emptiness of $\mathcal{N}_{q}$ is that $S_{q}$ is not full-row rank. Note also that when the number of bimolecular reactions increases, the dimension of the space $\mathcal{N}_{q}$ decreases. This progressively restricts the possible choices for $v$, potentially disabling approach to yield conclusive results.

When $\mathcal{N}_{q}$ is empty, we may ask whether it is possible to exactly verify (S4.1) using linear programming techniques. First note that if $M(v)$ in (S4.1) is such that $x^{\top} M(v) x \leq 0$ holds for all $x \geq 0$, then the
condition (S4.1) will hold provided that $A v<0$. Checking whether a symmetric matrix $M(v)$ verifies this property is known as the coposivity (or conegativity in this case) problem which is NP-complete [12]. However, when the matrix $M(v)$ exhibits a certain sparsity structure, then checking copositivity exactly reduces to a tractable linear programming problem. This sparsity structure is defined below:

Definition S4.2. We say that a symmetric real matrix $W=\left[w_{i j}\right]$ is of class $\mathcal{S}_{I}$ if $w_{i i} w_{i j} w_{j j}=0$ for all $i, j=1, \ldots, d$. A network is said to be a bimolecular $\mathcal{S}_{I}$ network if its matrix $M(v)$ defined in (S4.1) is of class $\mathcal{S}_{I}$.

For a matrix exhibiting such a sparsity structure, we have the following result:
Lemma S4.3. Let us consider a real symmetric matrix $W=\left[w_{i j}\right] \in \mathbb{R}^{d \times d}$ is of class $\mathcal{S}_{I}$. Then, the following statements are equivalent:

1. The matrix $W$ is copositive, i.e. $x^{T} W x \geq 0$ for all $x \geq 0$.
2. The matrix $W$ is nonnegative.

Proof. The proof that $W$ nonnegative implies that the quadratic form is copositive is straightforward. The converse is less obvious. Assume that the matrix $W$ is copositive and of class $\mathcal{S}_{I}$, then the quadratic polynomial $q(x):=x^{T} W x$ does not have terms of the form $w_{i i} x_{i}^{2}+2 w_{i j} x_{i} x_{j}+w_{j j} x_{j}^{2}$. Letting $x_{i}>0$ and $x_{j}=0$ for all $j \neq i$, we get that $q(x)=w_{i i} x_{i}^{2}$. Copositivity then implies that $w_{i i} \geq 0$.

What remains to be proved now is the nonnegativity of the $w_{i j}$ 's. To show this, assume w.l.o.g. that $x_{i}$ and $x_{j}$ are involved as $w_{i i} x_{i}^{2}+2 w_{i j} x_{i} x_{j}$ and set all the other entries of $x$ to zero. Then $q(x)=$ $w_{i i} x_{i}^{2}+2 w_{i j} x_{i} x_{j}$. It is clear that since $x_{i}$ and $x_{j}$ are independent, then $x_{i}^{2}$ and $x_{i} x_{j}$ are independent as well and thus copositivity of $W$ implies that $w_{i j} \geq 0$. This argument can be repeated for all the terms in $q(x)$, thereby proving the result.

The above result gives a way to efficiently check whether the matrix $M(v)$ is conegative.
Proposition S4.4 (Nominal ergodicity for bimolecular networks). Let us consider the general bimolecular reaction network (18) and assume that the state-space of the underlying Markov process is irreducible. Assume further that there exists a vector $v>0$ such that $A v<0$ and $M(v)$ is conegative.

Then, the stochastic bimolecular reaction network (18) is ergodic and all the moments up to order $\left\lfloor 1+2 c_{2} / c_{5}\right\rfloor-2$ are bounded and globally converging.

Proof. As before, the goal is to show that (S4.1) holds for some $c_{1}, c_{2}>0$. It is immediate to see that the under the assumptions of the theorem, we have the existence of $c_{2}>0$ such that $x^{\boldsymbol{\top}}\left(A+c_{2} I\right) v+x^{\boldsymbol{\top}} M(v) x \leq$ 0 for all $x \geq 0$, and therefore ergodicity holds. Moreover, since the reaction network is bimolecular the term $c_{5}$ in (S1.4b) is nonzero, from Theorem (2) and formula (S1.11), we can state that all the moments up to $\left\lfloor 1+2 c_{2} / c_{5}\right\rfloor-2$ are bounded and globally converging.

In case, one can find a vector $v>0$ such that $M(v)$ is negative definite, then the constraint on the stability of the matrix $A$ can be relaxed, as demonstrated by the following proposition:

Proposition S4.5 (Nominal ergodicity for bimolecular networks). Let us consider the general bimolecular reaction network (18) and assume that the state-space of the underlying Markov process is irreducible. Assume further that there exists a vector $v>0$ such that $M(v)$ is negative-definite.

Then, the stochastic bimolecular reaction network is ergodic and all the moments up to order $\lfloor 1+$ $\left.2 c_{2} / c_{5}\right\rfloor-2$ are bounded and globally converging.

Proof. First note that we have the following equality

$$
\begin{align*}
b^{T} v+x^{\boldsymbol{\top}} A v+x^{\boldsymbol{\top}} M(v) x= & \left(x+\frac{1}{2} M(v)^{-1} A v\right)^{\top} M(v)\left(x+\frac{1}{2} M(v)^{-1} A v\right)  \tag{S4.3}\\
& -\frac{1}{4} v^{\boldsymbol{\top}} A^{\top} M(v)^{-1} A v+b^{T} v
\end{align*}
$$

The condition (S1.4a) can hence be reformulated as

$$
\begin{equation*}
\left(x+\frac{1}{2} M(v)^{-1} \tilde{A} v\right)^{\top} M(v)\left(x+\frac{1}{2} M(v)^{-1} \tilde{A} v\right)-\frac{1}{4} v^{\top} \tilde{A}^{\top} M(v)^{-1} \tilde{A} v \leq 0 \tag{S4.4}
\end{equation*}
$$

where $\tilde{A}=A+c_{2} I$ and we have set that $c_{1}=b^{T} v$. Clearly, the inequality is not satisfied for all $x \in \mathbb{N}_{0}^{d}$ but is satisfied for all $x \in \mathbb{N}_{0}^{d}$ outside the set

$$
\begin{equation*}
\mathcal{E}:=\left\{x \in \mathbb{R}^{d}:\left(x+\frac{1}{2} M(v)^{-1} \tilde{A} v\right)^{\top} M(v)\left(x+\frac{1}{2} M(v)^{-1} \tilde{A} v\right) \geq \frac{1}{4} v^{\top} \tilde{A}^{\top} M(v)^{-1} \tilde{A} v\right\} . \tag{S4.5}
\end{equation*}
$$

This implies that $c_{1}$ can be adapted to such that the inequality (S1.4a) is satisfied for all $x \in \mathbb{N}_{0}^{d}$.

## S4.2 Optimization problem corresponding to Proposition S4.1

When $v$ contains $0<\ell \leq d$ distinct decision variables, denoted by $\theta \in \mathbb{R}^{\ell}$, the following program can be used to check the conditions of Proposition S4.1:

$$
\begin{align*}
\max _{(z, \theta) \in \mathbb{R}^{\ell+1}} z & \\
\text { s.t. } & z>0 \\
& v_{i}(\theta)>\epsilon, i=1, \ldots, \ell  \tag{S4.6}\\
& (z I+A) v(\theta) \leq 0 \\
& v(\theta)^{\top} S_{q}=0 .
\end{align*}
$$

Moreover, when the optimization problem is feasible, we have that

$$
\begin{equation*}
\widehat{C}_{1}^{*} \leq b^{\top} \frac{v\left(\theta^{*}\right)}{z^{*}} \tag{S4.7}
\end{equation*}
$$

where $\left(z^{*}, v^{*}\right)$ is a global minimizer of the problem. Note that the additional equality constraint $v(\theta)^{\top} S_{q}=0$ imposes that $v(\theta) \in \mathcal{N}_{q}$.

## S4.3 Details on the example about the non-ergodic process with unbounded moments

Let us consider now the following reaction network with mass-action kinetics:

$$
\begin{array}{rll}
\emptyset & \frac{1}{\longrightarrow} & \boldsymbol{S}_{\mathbf{1}} \\
\emptyset & -1 & \boldsymbol{S}_{\mathbf{2}}  \tag{S4.8}\\
\boldsymbol{S}_{\mathbf{3}} & -1 & \emptyset .
\end{array}
$$

Let $\kappa \in \mathbb{R}_{\geq 0}^{2}$ be the vector of concentrations that denotes the state for the deterministic model. Then we have that

$$
\begin{align*}
& \dot{\kappa}_{1}(t)=1-\kappa_{1}(t) \kappa_{2}(t) \\
& \dot{\kappa}_{2}(t)=1-\kappa_{1}(t) \kappa_{2}(t) . \tag{S4.9}
\end{align*}
$$

Assume that $\kappa_{2}(0)-\kappa_{1}(0)=\alpha$, for some $\alpha \in \mathbb{R}$, then clearly $\kappa_{2}(t)-\kappa_{1}(t)=\alpha$ for all $t \geq 0$. Moreover, the unique positive equilibrium point for this class of initial conditions is given by

$$
\begin{equation*}
\kappa_{1}^{*}=\frac{1}{2}\left(-\alpha+\sqrt{\alpha^{2}+4}\right) \text { and } \kappa_{2}^{*}=\frac{1}{2}\left(\alpha+\sqrt{\alpha^{2}+4}\right) . \tag{S4.10}
\end{equation*}
$$

To show that this equilibrium point is globally exponentially stable let

$$
\begin{equation*}
\sigma:=\left(\kappa_{1}-\kappa_{1}^{*}\right)^{2}+\left(\kappa_{2}-\kappa_{2}^{*}\right)^{2} . \tag{S4.11}
\end{equation*}
$$

Since $\kappa_{2}(t)=\kappa_{1}(t)+\alpha$ for all $t \geq 0$, we get that

$$
\begin{equation*}
\sigma=2\left(\kappa_{1}-\kappa_{1}^{*}\right)^{2} \tag{S4.12}
\end{equation*}
$$

Differentiating $\sigma$ yields

$$
\begin{align*}
\dot{\sigma} & =-2\left[\kappa_{1}+\frac{1}{2}\left(\alpha+\sqrt{\alpha^{2}+4}\right)\right] \sigma  \tag{S4.13}\\
& \leq-\left(\alpha+\sqrt{\alpha^{2}+4}\right) \sigma
\end{align*}
$$

where the last inequality has been obtained using the fact that $\kappa_{1}(t) \geq 0$. This relation shows that $\sigma(t) \rightarrow 0$ exponentially fast as $t \rightarrow \infty$, which proves global exponential stability of the unique fixed point of the system in the deterministic setting.

We now examine the stochastic model for the reaction network. Let $X(t)=\left(X_{1}(t), X_{2}(t)\right)$ be the state at time $t$ of the Markov process describing the reaction network (S4.8). Assume that $X_{1}(0)-X_{2}(0)=\alpha$ for some $\alpha \in \mathbb{Z}$. Let $\mathbb{A}$ be the generator of the Markov process and let $F_{1}(x)=x_{1}-x_{2}$ for $x=\left(x_{1}, x_{2}\right)$. Then

$$
\begin{equation*}
\mathbb{A} F_{1}(x)=0 \tag{S4.14}
\end{equation*}
$$

for all $x \in \mathbb{N}_{0}$, which shows that $\mathbb{E}\left[X_{1}(t)-X_{2}(t)\right]=X_{1}(0)-X_{2}(0)=\alpha$ for all $t \geq 0$. Therefore the difference between the first-order moments remains constant over time. However, we now show that the trajectories of $\mathbb{E}\left[X_{1}(t)\right]$ and $\mathbb{E}\left[X_{2}(t)\right]$ grow unboundedly with time.

Let $Z(t)=X_{1}(t)-X_{2}(t)$. For any $M>0$, Markov's inequality and $X_{2}(t) \geq 0$ imply that

$$
\begin{align*}
\mathbb{E}\left[X_{1}(t)\right] & \geq M \mathbb{P}\left(X_{1}(t) \geq M\right) \\
& \geq M \mathbb{P}\left(X_{1}(t) \geq M+X_{2}(t)\right) \\
& =M \mathbb{P}(Z(t) \geq M) \tag{S4.15}
\end{align*}
$$

Note that the process $(Z(t))_{t \geq 0}$ starts at $\alpha$ and it remains unaffected by the third reaction in (S4.8). From the random time-change representation of Kurtz (see Chapter 4 in [6]) it is immediate that the process $(Z(t))_{t \geq 0}$ can be represented as

$$
Z(t)=\alpha+Y_{1}(t)-Y_{2}(t),
$$

where $Y_{1}$ and $Y_{2}$ are independent, unit rate Poisson processes. Using the property of independent and stationary increments of a Poisson process, and the Central Limit Theorem we can conlcude that for $i=1,2$

$$
\left(\frac{Y_{i}(t)-t}{\sqrt{t}}\right)
$$

converges in distribution to a standard normal random variable as $t \rightarrow \infty$. This fact along with the independence of $Y_{1}(t)$ and $Y_{2}(t)$ implies that as $t \rightarrow \infty$

$$
\frac{Z(t)}{\sqrt{t}}=\frac{\alpha}{\sqrt{t}}+\left(\frac{Y_{1}(t)-t}{\sqrt{t}}\right)-\left(\frac{Y_{2}(t)-t}{\sqrt{t}}\right)
$$

converges in distribution to a normal random variable with mean 0 and variance 2. Hence

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbb{P}(Z(t) \geq M)=\lim _{t \rightarrow \infty} \mathbb{P}\left(\frac{Z(t)}{\sqrt{t}} \geq \frac{M}{\sqrt{t}}\right)=\frac{1}{2} \tag{S4.16}
\end{equation*}
$$

Therefore from (S4.15) we obtain

$$
\liminf _{t \rightarrow \infty} \mathbb{E}\left[X_{1}(t)\right] \geq \frac{M}{2}
$$

Since $M$ is arbitrary, we can conclude that $\mathbb{E}\left[X_{1}(t)\right] \rightarrow \infty$ as $t \rightarrow \infty$. Furthermore, Jensen's inequality shows that all the moments of $X_{1}(t)$ grow unboundedly with time. From the symmetry of the reaction network (S4.8) it is immediate that the same conclusions hold for $X_{2}(t)$.

Perhaps interestingly, the variance of $Z(t)$ has a simple closed-form expression. To see this observe that for the function $F_{2}(x):=\left(x_{1}-x_{2}\right)^{2}$ we have

$$
\begin{align*}
\mathbb{A} F_{2}(x) & =\left(x_{1}-x_{2}+1\right)^{2}-\left(x_{1}-x_{2}\right)^{2}+\left(x_{1}-x_{2}-1\right)^{2}-\left(x_{1}-x_{2}\right)^{2}  \tag{S4.17}\\
& =2
\end{align*}
$$

Therefore Dynkin's theorem implies that $\mathbb{E}\left[Z(t)^{2}\right]=2 t+\alpha^{2}$ and hence the variance of $Z(t)$ is just $2 t$, showing explicitly that it grows unboundedly with time.

Note that unbounded growth of all the moments does not necessarily imply that the process is nonergodic. However for this example we show that this is indeed the case and the Markov process is
non-ergodic. We argue by contradiction. Suppose that the process is ergodic and let $\pi$ be the unique stationary distribution. For any $\varepsilon \in(0,1 / 2)$ there exists a $M>0$ large enough such that

$$
\pi\left(\left\{\left(x_{1}, x_{2}\right) \in \mathbb{N}_{0}^{2}: x_{1}<M\right\}\right) \geq 1-\varepsilon
$$

Since the process is ergodic, then we must have

$$
\begin{equation*}
1-\varepsilon \leq \pi\left(\left\{\left(x_{1}, x_{2}\right) \in \mathbb{N}_{0}^{2}: x_{1}<M\right\}\right)=\lim _{t \rightarrow \infty} \mathbb{P}\left(X_{1}(t)<M\right)=1-\lim _{t \rightarrow \infty} \mathbb{P}\left(X_{1}(t) \geq M\right) \tag{S4.18}
\end{equation*}
$$

However, $X_{1}(t) \geq Z(t)$ for any $t$ and hence using (S4.16) we get

$$
\lim _{t \rightarrow \infty} \mathbb{P}\left(X_{1}(t) \geq M\right) \geq \lim _{t \rightarrow \infty} \mathbb{P}(Z(t) \geq M)=\frac{1}{2}
$$

Substituting this inequality in (S4.18) we obtain $1-\varepsilon \leq 1 / 2$ which is a contradiction since $\varepsilon \in(0,1 / 2)$. Hence the process is non-ergodic.

## S4.4 Details on the attractive compact set calculation

Let us consider the stochastic bimolecular chemical reaction network

$$
\begin{array}{rll}
\emptyset & \xrightarrow{k} & \boldsymbol{S}_{\mathbf{1}} \\
\boldsymbol{S}_{\mathbf{1}} & \xrightarrow{\gamma_{1}} & \emptyset \\
\boldsymbol{S}_{\mathbf{1}}+\boldsymbol{S}_{\mathbf{1}} & \xrightarrow{b} & \boldsymbol{S}_{\mathbf{2}}  \tag{S4.19}\\
\boldsymbol{S}_{\mathbf{2}} & \xrightarrow{u} & \boldsymbol{S}_{\mathbf{1}}+\boldsymbol{S}_{\mathbf{1}} \\
\boldsymbol{S}_{\mathbf{2}} & \xrightarrow{\gamma_{2}} & \emptyset
\end{array}
$$

which is easily seen to be represented by an irreducible Markov process. In this case, the condition (S1.4a) becomes

$$
\begin{align*}
& k v_{1}-c_{1}+\left(-\gamma_{1} v_{1}+c_{2} v_{1}-\frac{b}{2}\left(v_{2}-2 v_{1}\right)\right) x_{1}+\frac{b}{2}\left(v_{2}-2 v_{1}\right) x_{1}^{2}  \tag{S4.20}\\
& +\left(u\left(2 v_{1}-v_{2}\right)+c_{2} v_{2}-\gamma_{2} v_{2}\right) x_{2} \leq 0
\end{align*}
$$

Noting that $S_{q}=\left[\begin{array}{c}-2 \\ 1\end{array}\right]$, and hence setting $v=\left[\begin{array}{l}1 \\ 2\end{array}\right] \in \mathcal{N}_{q}$ the above inequality becomes

$$
\begin{equation*}
k-c_{1}+\left(-\gamma_{1}+c_{2}\right) x_{1}+2\left(c_{2}-\gamma_{2}\right) x_{2} \leq 0, x \in \mathbb{R}_{\geq 0}^{2} \tag{S4.21}
\end{equation*}
$$

Condition (S4.21) is affine in $x$ and therefore easy to verify. Choosing $c_{1}=k$ and $c_{2}=\min \left\{\gamma_{1}, \gamma_{2}\right\}$ implies that $\widehat{C}_{1}=c_{1} / c_{2}$ and that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\mathbb{E}\left[X_{1}(t)\right]+2 \mathbb{E}\left[X_{2}(t)\right]\right) \leq \frac{k}{\min \left\{\gamma_{1}, \gamma_{2}\right\}} \tag{S4.22}
\end{equation*}
$$

Letting, for instance, $k=10, \gamma_{1}=2, b=10, u=1$ and $\gamma_{2}=2$ as well as $v=\left[\begin{array}{ll}1 & 2\end{array}\right]^{T}$, we get the optimal cost of 5 meaning that for $X_{1}(0)=X_{2}(0)=0$ we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbb{E}\left[X_{1}(t)\right]+2 \mathbb{E}\left[X_{2}(t)\right] \leq 5 \tag{S4.23}
\end{equation*}
$$

Monte-Carlo simulations yield the values $E_{1}=1.17 \pm 0.01$ and $E_{2}=1.927 \pm 0.02$ for the equilibrium values of the average number of species $\boldsymbol{S}_{\mathbf{1}}$ and $\boldsymbol{S}_{\mathbf{2}}$. Inserting these values in the equation (S4.23) yields

$$
\begin{equation*}
E_{1}+2 E_{2}=5.024 \pm 0.05 \tag{S4.24}
\end{equation*}
$$

showing that the compact set agrees very well with the equilibrium values (although this is a necessary condition only). As a by-product, this also proves that the stochastic chemical reaction network is ergodic and that all the moments are bounded and globally converging.

## S5 Details on the feedback loop example

The case of dimerization is considered first and is later generalized to the multimerization case.

## S5.1 Dimerization

Let us consider the feedback network with dimerization

$$
\begin{array}{rcl}
\emptyset & \stackrel{f\left(\mathbf{S}_{\mathbf{3}}\right)}{\boldsymbol{N}_{\mathbf{1}}} & \boldsymbol{S}_{\mathbf{1}}  \tag{S5.1}\\
\boldsymbol{S}_{\mathbf{1}} & -\boldsymbol{k}_{\mathbf{2}} & \boldsymbol{S}_{\mathbf{1}}+\boldsymbol{S}_{\mathbf{2}} \\
\boldsymbol{S}_{\mathbf{2}}+\boldsymbol{S}_{\mathbf{2}} & \rightleftharpoons & \boldsymbol{S}_{\mathbf{3}} \\
\boldsymbol{S}_{\boldsymbol{i}} & -\frac{\gamma_{i}}{\rightleftharpoons} & \emptyset, i=1,2,3 .
\end{array}
$$

where the function $f: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is bounded, e.g. an inhibiting Hill function. Above, $\boldsymbol{S}_{\mathbf{1}}, \boldsymbol{S}_{\mathbf{2}}$ and $\boldsymbol{S}_{\mathbf{3}}$ are the mRNA, protein and dimer, respectively. Such a network is represented in Fig. 1. We have the following result:

Result S5.1. For any positive values of the rate parameters and any bounded nonnegative function $f$, the feedback loop network with dimerization (S5.1) is ergodic and all the moments are bounded and globally converging.

Proof. The matrix $S_{q}$ is given, in this case, by

$$
S_{q}=\left[\begin{array}{c}
0  \tag{S5.2}\\
-2 \\
1
\end{array}\right]
$$

and therefore we have that

$$
\mathcal{N}_{q}=\operatorname{Span}_{>0}\left[\begin{array}{ll}
1 & 0  \tag{S5.3}\\
0 & 1 \\
0 & 2
\end{array}\right]
$$

where $\operatorname{Span}_{>0}$ denotes the positive span, i.e. all possible linear combinations of the columns resulting in positive vectors. The left-hand side of Condition DD can be upper-bounded by the expression $x^{\boldsymbol{\top}} A v+b^{\boldsymbol{\top}} v$ where

$$
A=\left[\begin{array}{ccc}
-\gamma_{1} & k_{2} & 0  \tag{S5.4}\\
0 & -\gamma_{2} & 0 \\
0 & 0 & -\gamma_{3}
\end{array}\right], \quad b=\left[\begin{array}{c}
\sup _{y \geq 0}\{f(y)\} \\
0 \\
0
\end{array}\right]
$$

From Proposition S4.1, the ergodicity of the Markov process is ensured if there exist $\theta_{1}, \theta_{2}>0$ such that

$$
\left[\begin{array}{ccc}
-\gamma_{1} & k_{2} & 0  \tag{S5.5}\\
0 & -\gamma_{2} & 0 \\
0 & 0 & -\gamma_{3}
\end{array}\right]\left[\begin{array}{c}
\theta_{1} \\
\theta_{2} \\
2 \theta_{2}
\end{array}\right]<0
$$

This is equivalent to the existence of $\theta_{1}, \theta_{2}>0$ such that

$$
\left[\begin{array}{cc}
-\gamma_{1} & k_{2}  \tag{S5.6}\\
0 & -\gamma_{2}
\end{array}\right]\left[\begin{array}{l}
\theta_{1} \\
\theta_{2}
\end{array}\right]<0
$$

From positive system theory [8], for all $\gamma_{1}, \gamma_{2}>0$ and $k_{2}>0$, there exist $\theta_{1}, \theta_{2}>0$ such that Condition (S5.6) is satisfied since the matrix on the left-hand side is Hurwitz-stable. Therefore, using Proposition S4.1, we can conclude that the feedback loop with dimerization is ergodic. Suitable choice for $c_{1}$ and $c_{2}$ are given by $c_{1}=\theta_{1} \cdot \sup _{y \geq 0}\{f(y)\}$ and $c_{2}$ can be set arbitrarily close to $\min _{i}\left\{\gamma_{i}\right\}$ through an appropriate choice for $\theta_{1}, \theta_{2}>0$. To show that all the moments exist, then it is enough to show that the Condition DD holds with $c_{5}=0$. From the fact that $v \in \mathcal{N}_{q}$ and the boundedness of the function $f$, we can then conclude that the condition indeed holds with $c_{5}=0$. The conclusion follows.


Figure 1: Feedback loop with arbitrary feedback rule.

## S5.2 Multimerization with full degradation

Let us consider now the case where a multimerization of order $N$ takes place before acting back on gene expression. In this case, we have the following reaction network

$$
\begin{array}{rll}
\emptyset & \stackrel{f\left(\boldsymbol{S}_{\mathbf{N}}\right)}{\boldsymbol{k}_{1}} & \boldsymbol{S}_{\mathbf{0}} \\
\boldsymbol{S}_{\mathbf{0}} & \stackrel{\boldsymbol{k}_{\mathbf{1}}}{\rightleftharpoons} & \boldsymbol{S}_{\mathbf{0}}+\boldsymbol{S}_{\mathbf{1}}  \tag{S5.7}\\
\boldsymbol{S}_{\mathbf{1}}+\boldsymbol{S}_{\mathbf{1}+\boldsymbol{i}} & \rightleftharpoons & \boldsymbol{S}_{\mathbf{2 + i}}, i=0, \ldots, N-2 \\
\boldsymbol{S}_{\boldsymbol{i}} & \xrightarrow[\gamma_{i}]{\rightleftharpoons} & \emptyset, i=0, \ldots, N .
\end{array}
$$

involving $N+1$ species and $N-1$ bimolecular reactions. Again the function $f: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is bounded on its domain.

We have the following result:
Result S5.2. For any positive values of the rate parameters and any bounded nonnegative function $f$, the feedback loop network (S5.7) is ergodic and all the moments are bounded and globally converging.

Proof. The stoichiometry matrix restricted to bimolecular reactions is given by

$$
S_{q}=\left[\begin{array}{cc}
S_{q}^{11} & S_{q}^{12}  \tag{S5.8}\\
S_{q}^{21} & S_{q}^{22} \\
0 & S_{q}^{32}
\end{array}\right]
$$

where $S_{q}^{11}=\left[\begin{array}{c}0 \\ -2\end{array}\right], S_{q}^{12}=\left[\begin{array}{c}0_{1 \times(N-2)} \\ -\mathbb{1}_{1 \times(N-2)}\end{array}\right], S_{q}^{21}=\left[\begin{array}{c}1 \\ 0_{(N-3) \times 1}\end{array}\right], S_{q}^{32}=\left[\begin{array}{ll}0_{1 \times(N-3)} & 1\end{array}\right]$ and $S_{q}^{22}$ is a $(N-$ $2) \times(N-2)$ lower bidiagonal matrix with -1 entries on the main diagonal and 1 entries on the lower one. For this network, we have

$$
\mathcal{N}_{q}=\operatorname{Span}_{>0}\left[\begin{array}{cc}
1 & 0  \tag{S5.9}\\
0 & 1 \\
0 & 2 \\
\vdots & \vdots \\
0 & N
\end{array}\right]
$$

and ergodicity holds if there exist $\theta_{1}, \theta_{2}>0$ such that the inequality

$$
\left[\begin{array}{ccccc}
-\gamma_{0} & k_{1} & 0 & \ldots & 0  \tag{S5.10}\\
0 & -\gamma_{1} & 0 & \ldots & 0 \\
0 & 0 & -\gamma_{2} & \ldots & 0 \\
0 & 0 & 0 & \ddots & \vdots \\
0 & 0 & 0 & 0 & -\gamma_{N}
\end{array}\right]\left[\begin{array}{c}
\theta_{1} \\
\theta_{2} \\
2 \theta_{2} \\
\vdots \\
N \theta_{2}
\end{array}\right]<0
$$

is satisfied. This problem equivalently reduces to

$$
\left[\begin{array}{cc}
-\gamma_{0} & k_{1}  \tag{S5.11}\\
0 & -\gamma_{1}
\end{array}\right]\left[\begin{array}{c}
\theta_{1} \\
\theta_{2}
\end{array}\right]<0
$$

which is obviously feasible from the stability of the matrix and positive system theory. Therefore, we can conclude from Proposition S4.1 and the boundedness of the function $f$ that the system is ergodic and that all the moments are bounded and globally converging. Moreover, $c_{2}$ can be made arbitrarily close to $\min _{i}\left\{\gamma_{i}\right\}$ and $c_{1}$ is given by $\theta_{1} \cdot \sup _{y \geq 0}\{f(y)\}$.

## S5.3 Multimerization with partial degradation

Let us consider now the case where a multimerization of order $N$ takes place before acting on the gene expression and that multimers degrade in the multimer of lower order:

$$
\begin{array}{rll}
\emptyset & \stackrel{f\left(\mathbf{S}_{\mathbf{N}}\right)}{ } & \boldsymbol{S}_{\mathbf{0}}  \tag{S5.12}\\
\boldsymbol{S}_{\mathbf{0}} & \stackrel{k_{1}}{\rightleftharpoons} & \boldsymbol{S}_{\mathbf{0}}+\boldsymbol{S}_{\mathbf{1}} \\
\boldsymbol{S}_{\mathbf{1}}+\boldsymbol{S}_{\mathbf{1}+\boldsymbol{i}} & \rightleftharpoons & \boldsymbol{S}_{\mathbf{2}+\boldsymbol{i}}, i=0, \ldots, N-2 \\
\boldsymbol{S}_{\mathbf{0}} & \xrightarrow[\gamma_{0}]{ } & \emptyset \\
\boldsymbol{S}_{\mathbf{1}} & \xrightarrow[\gamma_{1}]{\rightleftharpoons} & \emptyset \\
\boldsymbol{S}_{\boldsymbol{i}} & \xrightarrow{\rho_{i} \gamma_{1}} & \boldsymbol{S}_{\boldsymbol{i}-\mathbf{1}}, i=2, \ldots, N
\end{array}
$$

where $\rho_{i}$ 's are positive parameters and $f: \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0}$ is again a bounded function on its domain. We then have the following result:

Result S5.3. For any positive values of the rate parameters and any bounded nonnegative function $f(\cdot)$, the feedback loop ( S 5.12 ) is ergodic and all the moments are bounded and globally converging.

Proof. The matrix $S_{q}$ is the same as in the previous example and ergodicity holds if there exist $\theta_{1}, \theta_{2}>0$ such that

$$
\left[\begin{array}{ccccc}
-\gamma_{0} & k_{1} & 0 & \cdots & 0  \tag{S5.13}\\
0 & -\gamma_{1} & 0 & \cdots & 0 \\
0 & \rho_{2} \gamma_{1} & -\rho_{2} \gamma_{1} & \cdots & 0 \\
0 & 0 & 0 & \ddots & \vdots \\
0 & 0 & 0 & \rho_{N} \gamma_{1} & -\rho_{N} \gamma_{1}
\end{array}\right]\left[\begin{array}{c}
\theta_{1} \\
\theta_{2} \\
2 \theta_{2} \\
\vdots \\
N \theta_{2}
\end{array}\right]<0 .
$$

Using the same arguments as in the previous examples, we can conclude from Proposition S4.1 and the boundedness of the function $f$ that the reaction network is ergodic and that all the moments are bounded and globally converging. Moreover, $c_{2}$ can be made arbitrarily close to $\min \left\{\gamma_{0}, \gamma_{1}, \rho_{2} \gamma_{1}, \ldots, \rho_{N} \gamma_{1}\right\}$ and $c_{1}=\theta_{1} \cdot \sup _{y \geq 0}\{f(y)\}$.

## S6 Details on the stochastic switch example

## S6.1 Stochastic switch with direct interaction

Let us consider the stochastic switch of [14] described by following network

$$
\begin{array}{rll}
\emptyset & \frac{f_{1}\left(S_{2}^{1}\right)}{} & S_{1}^{0} \\
S_{1}^{0} & \xrightarrow[k_{1}]{ } & S_{1}^{0}+S_{1}^{1}  \tag{S6.1}\\
\emptyset & \frac{f_{2}\left(S_{1}^{1}\right)}{} & S_{2}^{0} \\
S_{2}^{0} & -k_{2} & S_{2}^{0}+S_{2}^{1} \\
\boldsymbol{S}_{i}^{j} & \xrightarrow[\gamma_{i}, j]{ } & \emptyset, i, j=1,2 .
\end{array}
$$

where the functions $f_{1}$ and $f_{2}$ are inhibiting Hill functions (but can be generalized to any bounded functions). Above, for each gene $i$, the species $\boldsymbol{S}_{\boldsymbol{i}}^{\mathbf{0}}$ and $\boldsymbol{S}_{\boldsymbol{i}}^{\mathbf{1}}$ represent mRNAs and proteins, respectively. We then have the following result:

Result S6.1. For any values of the rate parameters and any bounded functions $f_{1}(\cdot)$ and $f_{2}(\cdot)$, the stochastic switch (S6.1) is ergodic and all the moments are bounded and globally converging.

Proof. First note that for the network (S6.1), we have that

$$
\begin{equation*}
\sum_{k=1}^{6} \lambda_{k}(x)\left\langle v, \zeta_{k}\right\rangle \leq x^{\boldsymbol{\top}} A v+b, x \in \mathbb{N}_{0}^{4} \tag{S6.2}
\end{equation*}
$$

where

$$
A=\left[\begin{array}{cccc}
-\gamma_{1,0} & k_{1} & 0 & 0  \tag{S6.3}\\
0 & -\gamma_{1,1} & 0 & 0 \\
0 & 0 & -\gamma_{2,0} & k_{2} \\
0 & 0 & 0 & -\gamma_{2,1}
\end{array}\right], b=\left[\begin{array}{c}
\sup _{y \geq 0} f_{1}(y) \\
0 \\
\sup _{y \geq 0} f_{2}(y) \\
0
\end{array}\right]
$$

Since the matrix $A$ is Hurwitz-stable and Metzler, then for all possible rate parameters, there exists a $v>$ 0 such that $A v<0$. From Proposition S3.1, we can then conclude that the stochastic reaction network is ergodic. Moreover, $c_{2}$ can be set arbitrarily close to $\min _{i, j}\left\{\gamma_{i, j}\right\}$ and $c_{1}=v_{1} \sup _{y \geq 0} f_{1}(y)+v_{3} \sup _{y \geq 0} f_{2}(y)$. To show that all the moments exist, we need to prove that Condition DD holds with $c_{5}=0$. Noting then that the functions $f_{1}$ and $f_{2}$ are bounded from above, we can bound the left-hand side of ( S 1.4 b ) by an affine function of $x$, showing therefore that $c_{5}$ can be set to 0 . The proof is complete.

## S6.2 Stochastic switch with interaction by multimerization

Consider now a switch whose genes interact through multimers of their respective proteins as
where $N_{1}$ and $N_{2}$ are the multimerization orders of the proteins of gene 1 and 2 , respectively. This network involves $N_{1}+N_{2}-2$ bimolecular reactions while the number of different species is $N_{1}+N_{2}+2$. The functions $f_{1}$ and $f_{2}$ are again inhibiting Hill functions. We then have the following result:

Result S6.2. For any values of the rate parameters and any bounded functions $f_{1}(\cdot)$ and $f_{2}(\cdot)$, the reaction network (S6.4) is ergodic and all the moments are bounded and globally converging.

Proof. The matrix $S_{q}$ is given by

$$
S_{q}=\left[\begin{array}{cc}
S_{q}^{1} & 0  \tag{S6.5}\\
0 & S_{q}^{2}
\end{array}\right]
$$

where

$$
S_{q}^{i}=\left[\begin{array}{cc}
M_{11}^{i} & M_{12}^{i}  \tag{S6.6}\\
M_{21}^{i} & M_{22}^{i} \\
0 & M_{32}^{i}
\end{array}\right]
$$

where $M_{11}^{i}=\left[\begin{array}{c}0 \\ -2\end{array}\right], M_{12}^{i}=\left[\begin{array}{c}0_{1 \times\left(N_{i}-2\right)} \\ -\mathbb{1}_{1 \times\left(N_{i}-2\right)}\end{array}\right], M_{21}^{i}=\left[\begin{array}{c}1 \\ 0_{\left(N_{i}-3\right) \times 1}\end{array}\right], M_{32}^{i}=\left[\begin{array}{ll}0_{1 \times\left(N_{i}-3\right)} & 1\end{array}\right]$ and $M_{22}^{i}$ is a $\left(N_{i}-2\right) \times\left(N_{i}-2\right)$ lower bidiagonal matrix with -1 entries on the main diagonal and 1 entries on the lower one.

Therefore, the set $\mathcal{N}_{q}$ is given in this case by

$$
\mathcal{N}_{q}=\operatorname{Span}_{>0}\left[\begin{array}{cc}
\mathcal{N}^{1} & 0  \tag{S6.7}\\
0 & \mathcal{N}^{2}
\end{array}\right]
$$

where

$$
\mathcal{N}^{i}:=\left[\begin{array}{cc}
1 & 0  \tag{S6.8}\\
0 & 1 \\
0 & 2 \\
\vdots & \vdots \\
0 & N_{i}
\end{array}\right]
$$

Thus, the network is ergodic if there exist $\theta_{i}>0, i=1, \ldots, 4$ such that

$$
\left[\begin{array}{ccccc}
-\gamma_{1}^{0} & k_{1}^{2} & 0 & \cdots & 0  \tag{S6.9}\\
0 & -\gamma_{1}^{1} & 0 & \cdots & 0 \\
0 & 0 & -\gamma_{1}^{2} & \cdots & 0 \\
0 & 0 & 0 & \ddots & \vdots \\
0 & 0 & 0 & 0 & -\gamma_{1}^{N_{1}}
\end{array}\right]\left[\begin{array}{c}
\theta_{1} \\
\theta_{2} \\
2 \theta_{2} \\
\vdots \\
N_{1} \theta_{2}
\end{array}\right]<0
$$

and

$$
\left[\begin{array}{ccccc}
-\gamma_{2}^{0} & k_{1}^{1} & 0 & \cdots & 0  \tag{S6.10}\\
0 & -\gamma_{2}^{1} & 0 & \cdots & 0 \\
0 & 0 & -\gamma_{2}^{2} & \cdots & 0 \\
0 & 0 & 0 & \ddots & \vdots \\
0 & 0 & 0 & 0 & -\gamma_{2}^{N_{2}}
\end{array}\right]\left[\begin{array}{c}
\theta_{3} \\
\theta_{4} \\
2 \theta_{4} \\
\vdots \\
N_{1} \theta_{4}
\end{array}\right]<0
$$

hold. Similar to the previous examples, we can conclude from Proposition S4.1 and the boundedness of the functions $f_{i}$ 's that, for all positive values for the reaction rates, the reaction network is ergodic and that all the moments are bounded and globally converging. Moreover, $c_{2}$ can be made arbitrarily close to $\min _{i, j}\left\{\gamma_{i}^{j}\right\}$ and $c_{1}=\theta_{1} \sup _{y \geq 0}\left\{f_{1}(y)\right\}+\theta_{3} \sup _{y \geq 0}\left\{f_{2}(y)\right\}$.

## S7 Details on the repressilator example

Let us consider the following $N$-gene repressilator [5] (see also Fig. 2):

| $\emptyset$ | ${ }^{f_{1}\left(S_{N}^{1}\right)}$ | $S_{1}^{1}$ |
| :---: | :---: | :---: |
| $\emptyset$ | $\underline{f_{2}\left(S_{1}^{1}\right)}$ | $S_{2}^{1}$ |
| $\emptyset$ | $\underline{f_{3}\left(S_{2}^{1}\right)}$ | $S_{3}^{1}$ |
| : | 交 | ! |
| $\emptyset$ | $f_{N\left(\underline{S} S^{1}{ }^{1}\right)}$ | $S_{N}^{1}$ |
| $S_{1}^{1}$ | $\xrightarrow{k_{1}}$ | $S_{1}^{1}+S_{1}^{2}$ |
| $S_{2}^{1}$ | $k_{2}$ | $S_{2}^{1}+S_{2}^{2}$ |
| $S_{3}^{1}$ | $k_{3}$ | $S_{3}^{1}+S_{3}^{2}$ |
|  | $\vdots$ | ! |
| $S_{N}^{1}$ | $k_{n}$ | $S_{N}^{1}+S_{N}^{2}$ |
| $S_{i}^{1}$ | $\gamma_{i}$ | $\emptyset, i=1, \ldots, N$ |
| $S_{i}^{2}$ | $\delta_{i}$ | $\emptyset, i=1, \ldots, N$ |

where $f_{i}(x)=\alpha_{i}+\beta_{i} /\left(1+x^{n}\right), \alpha_{i}, \beta_{i}, n>0$. Above, $\boldsymbol{S}_{\boldsymbol{i}}^{\mathbf{1}}$ and $\boldsymbol{S}_{\boldsymbol{i}}^{\mathbf{2}}$ are the mRNA and protein corresponding to gene $i$. We then have the following result:

Result S7.1. For all positive values of the parameters, the reaction network (S7.1) is ergodic and all the moments are bounded and globally converging.

Proof. Similar to the previous example, we can use an upper-bound on the left-hand side of Condition DD. Then, from Proposition S3.1 and the boundedness of the functions $f_{i}$ 's, we can conclude that the network is ergodic and that all the moments are bounded and globally converging. Moreover, $c_{2}$ can be made arbitrarily close to $\min _{i}\left\{\gamma_{i}, \delta_{i}\right\}$ and $c_{1}=\sum_{i=1}^{N}\left(\alpha_{i}+\beta_{i}\right) v_{i}$.


Figure 2: $N$-gene repressilator.
It is important to stress that multimerization with full or partial degradation can be easily incorporated in the model in the same way as for the feedback loop or the stochastic switch. It is therefore possible to state that the $N$-gene repressilator with an arbitrary degree of multimerization is ergodic and all the moments are bounded and globally converging.

## S8 Details on the SIR model example

Let us consider the following open stochastic SIR-model

$$
\begin{array}{rll}
\emptyset & \xrightarrow[k_{s}]{ } & \boldsymbol{S} \\
\emptyset & \xrightarrow[k_{i}]{ } & \boldsymbol{I} \\
\boldsymbol{S} & \xrightarrow[\gamma_{s}]{ } & \emptyset \\
\boldsymbol{I} & \xrightarrow[\gamma_{i}]{ } & \emptyset  \tag{S8.1}\\
\boldsymbol{R} & \square & \emptyset \\
\boldsymbol{S}+\boldsymbol{I} & \square & 2 \boldsymbol{I} \\
\boldsymbol{I} & \xrightarrow[k_{i r}]{ } & \boldsymbol{R} \\
\boldsymbol{R} & \xrightarrow[k_{r s}]{ } & \boldsymbol{S} .
\end{array}
$$

where $\boldsymbol{S}, \boldsymbol{I}$ and $\boldsymbol{R}$ represent the population of susceptible, infectious and recovered people. Birth and death reactions represent people entering and leaving the process, respectively. The only bimolecular reaction is contamination which transforms one susceptible person into an infectious one. The two last reactions represent infectious people recovering and, then, becoming susceptible again.

We then have the following result:
Result S8.1. For all positive values of the rate parameters, the stochastic SIR-model (S8.1) is ergodic and that all the moments are bounded and globally converging.
Proof. The restriction of the stoichiometric matrix to bimolecular reactions is given by

$$
S_{q}=\left[\begin{array}{c}
-1  \tag{S8.2}\\
1 \\
0
\end{array}\right]
$$

and hence we have that

$$
\mathcal{N}_{q}=\operatorname{Span}_{>0}\left[\begin{array}{ll}
1 & 0  \tag{S8.3}\\
1 & 0 \\
0 & 1
\end{array}\right]
$$

The matrices $A$ and $b$ defined in (S4.1) for this network are given by

$$
A=\left[\begin{array}{ccc}
-\gamma_{s} & 0 & 0  \tag{S8.4}\\
0 & -\gamma_{i}-k_{i r} & k_{i r} \\
k_{r s} & 0 & -\gamma_{r}-k_{r s}
\end{array}\right], b=\left[\begin{array}{c}
k_{s} \\
k_{i} \\
0
\end{array}\right] .
$$

Using Proposition S4.1 we can conclude that the network is ergodic and all the moments are bounded and globally converging if there exist $\theta_{1}, \theta_{2}>0$ such that

$$
\left[\begin{array}{ccc}
-\gamma_{s} & 0 & 0  \tag{S8.5}\\
0 & -\gamma_{i}-k_{i r} & k_{i r} \\
k_{r s} & 0 & -\gamma_{r}-k_{r s}
\end{array}\right]\left[\begin{array}{c}
\theta_{1} \\
\theta_{1} \\
\theta_{2}
\end{array}\right]<0
$$

This can be equivalently reformulated as

$$
\left[\begin{array}{cc}
-\gamma_{i}-k_{i r} & k_{i r}  \tag{S8.6}\\
k_{r s} & -\gamma_{r}-k_{r s}
\end{array}\right]\left[\begin{array}{l}
\theta_{1} \\
\theta_{2}
\end{array}\right]<0
$$

Since the matrix in the above inequality is Hurwitz-stable for all positive values of the parameters, there exist $\theta_{1}, \theta_{2}>0$ such that the inequality holds. Moreover, $c_{2}$ can be made arbitrarily close to the additive inverse of the Frobenius eigenvalue of the matrix in (S8.5) and $c_{1}=\left(k_{s}+k_{i}\right) \theta_{1}$. Therefore we can conclude from Proposition S4.1 that the SIR-model (S8.1) is structurally ergodic and that all the moments are bounded and globally converging.

## S9 Details on the circadian clock example

We consider here a more complex example, the circadian clock model of [15] described by the following set of reactions:

| $R_{1}$ | $S_{1}+S_{4}$ | $\gamma_{A}$ | $S_{2}$ |
| :---: | :---: | :---: | :---: |
| $R_{2}$ | $S_{2}$ | $\theta_{A}$ | $S_{1}+S_{4}$ |
| $R_{3}$ | $S_{5}+S_{4}$ | $\gamma_{R}$ | $S_{6}$ |
| $R_{4}$ | $S_{6}$ | $\theta_{R}$ | $S_{5}+S_{4}$ |
| $R_{5}$ | $S_{2}$ | ${ }^{\alpha_{A}^{\prime}}$ | $S_{2}+S_{3}$ |
| $R_{6}$ | $S_{1}$ | $\alpha_{A}$ | $S_{1}+S_{3}$ |
| $R_{7}$ | $S_{3}$ | $\delta_{M_{A}}$ | $\emptyset$ |
| $R_{8}$ | $S_{3}$ | $\beta_{A}$ | $S_{3}+S_{4}$ |
| $R_{9}$ | $S_{4}$ | $\delta_{A}$ | $\emptyset$ |
| $R_{10}$ | $S_{6}$ | ${ }^{\alpha_{R}^{\prime}}$ | $S_{6}+S_{7}$ |
| $R_{11}$ | $S_{5}$ | ${ }^{\alpha_{R}}$ | $S_{5}+S_{7}$ |
| $R_{12}$ | $S_{7}$ | ${ }^{\delta_{M_{R}}}$ | $\emptyset$ |
| $R_{13}$ | $S_{7}$ | $\beta_{R}$ | $S_{7}+S_{8}$ |
| $R_{14}$ | $S_{8}$ | $\delta_{R}$ | $\emptyset$ |
| $R_{15}$ | $S_{4}+S_{8}$ | $\gamma_{C}$ | $S_{9}$ |
| $R_{16}$ | $S_{9}$ | $\delta_{A}$ | $S_{8}$ |

where $\boldsymbol{S}_{\mathbf{1}}=D_{A}, \boldsymbol{S}_{\mathbf{2}}=D_{A}^{\prime}, \boldsymbol{S}_{\mathbf{3}}=M_{A}, \boldsymbol{S}_{\mathbf{4}}=A, \boldsymbol{S}_{\mathbf{5}}=D_{R}, \boldsymbol{S}_{\mathbf{6}}=D_{R}^{\prime}, \boldsymbol{S}_{\mathbf{7}}=M_{R}, \boldsymbol{S}_{\mathbf{8}}=R$ and $\boldsymbol{S}_{\mathbf{9}}=C$, according to the notations of [15]; see also Fig. 3. The above network, moreover, admits the conservation of mass relations $X_{1}(t)+X_{2}(t)=1$ and $X_{5}(t)+X_{6}(t)=1$ where $X_{i}(t)$ denotes the random variable associated with species $\boldsymbol{S}_{\boldsymbol{i}}$. Using, for instance, the numerical values of [15], we obtain the oscillatory trajectories depicted in Fig. 4.

We then have the following result:
Result S9.1. For all positive values of the rate parameters, the circadian-clock model is ergodic and all the moments are bounded and converging.

Proof. The circadian model contains bimolecular reactions corresponding to gene activation ( $R_{1}$ and $R_{3}$ ) and protein binding $\left(R_{15}\right)$. This system contains some species in finite number, i.e. $\boldsymbol{S}_{\mathbf{1}}, \boldsymbol{S}_{\mathbf{2}}, \boldsymbol{S}_{\mathbf{5}}, \boldsymbol{S}_{\mathbf{6}}$, which correspond to genes, and potentially infinite ones corresponding to mRNA and proteins. Let $f(x, v)$ be given by

$$
\begin{equation*}
f(x, v):=\sum_{i=1}^{16} \lambda_{k}(x)\left\langle v, \zeta_{k}\right\rangle \tag{S9.1}
\end{equation*}
$$

This yields

$$
\begin{align*}
f(x, v)= & \gamma_{A} x_{1} x_{4}\left(v_{2}-v_{1}-v_{4}\right)+\theta_{A} x_{2}\left(v_{4}+v_{1}-v_{2}\right)+\gamma_{R} x_{5} x_{4}\left(v_{6}-v_{4}-v_{5}\right) \\
& +\theta_{R} x_{6}\left(v_{4}+v_{5}-v_{6}\right)+\alpha_{A}^{\prime} x_{2} v_{3}+\alpha_{A} x_{1} v_{3}-\delta_{M_{A}} x_{3} v_{3}-\delta_{A} x_{4} v_{4}  \tag{S9.2}\\
& +\beta_{A} x_{3} v_{4}+\alpha_{R}^{\prime} x_{6} v_{7}+\alpha_{R} x_{5} v_{7}-\delta_{M_{R}} x_{7} v_{7}+\beta_{R} x_{7} v_{8} \\
& +\gamma_{C} x_{4} x_{8}\left(v_{9}-v_{4}-v_{8}\right)+\delta_{A} x_{9}\left(v_{8}-v_{9}\right)-\delta_{R} x_{8} v_{8} .
\end{align*}
$$

Gathering the terms that are bounded into $\bar{b}(v, x)$ we obtain

$$
\begin{align*}
f(x, v)= & \bar{b}(x, v)+x_{3}\left(-\delta_{M_{A}} v_{3}+\beta_{A} v_{4}\right)-\delta_{A} x_{4} v_{4}+\gamma_{C} x_{4} x_{8}\left(v_{9}-v_{4}-v_{8}\right) \\
& +x_{7}\left[-\delta_{M_{R}} v_{7}+\beta_{R} v_{8}\right]-\delta_{R} v_{8} x_{8}+\delta_{A}\left(v_{8}-v_{9}\right) x_{9} \\
& +\gamma_{A} x_{1} x_{4}\left(v_{2}-v_{1}-v_{4}\right)+\gamma_{R} x_{4} x_{5}\left(v_{6}-v_{5}-v_{4}\right)  \tag{S9.3}\\
\bar{b}(x, v)= & \theta_{A}\left(v_{4}+v_{1}-v_{2}\right)+\theta_{R}\left(v_{4}+v_{5}-v_{6}\right)+\alpha_{A}^{\prime} v_{3}+\alpha_{R}^{\prime} v_{7} \\
& +x_{1}\left[-\theta_{A}\left(v_{4}+v_{1}-v_{2}\right)-\alpha_{A}^{\prime} v_{3}+\alpha_{A} v_{3}\right] \\
& +x_{5}\left[-\theta_{R}\left(v_{4}+v_{5}-v_{6}\right)-\alpha_{R}^{\prime} v_{7}+\alpha_{R} v_{7}\right]
\end{align*}
$$



Figure 3: Circadian clock model of [15].
where we have used the change of variables $x_{2}=1-x_{1}$ and $x_{6}=1-x_{5}$. Since the term $\bar{b}(x, v)$ is bounded, then the only bimolecular reaction we have to take care of is reaction $R_{15}$ since this is the only one that may lead to unbounded trajectories and unbounded moments. The corresponding stoichiometry vector is given by

$$
S_{q}=\left[\begin{array}{c}
0  \tag{S9.4}\\
0 \\
0 \\
-1 \\
0 \\
0 \\
0 \\
-1 \\
1
\end{array}\right]
$$

Then, we have

$$
\mathcal{N}_{q}=\operatorname{Span}_{>0}\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{S9.5}\\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1
\end{array}\right] .
$$



Figure 4: Sample-path of the species of the circadian clock model.

From (S9.3) and Proposition S4.1, ergodicity holds if the inequality

$$
\left[\begin{array}{ccccc}
-\delta_{M_{A}}+c_{2} & \beta_{A} & 0 & 0 & 0  \tag{S9.6}\\
0 & -\delta_{A}+c_{2} & 0 & 0 & 0 \\
0 & 0 & -\delta_{M_{R}}+c_{2} & \beta_{R} & 0 \\
0 & 0 & 0 & -\delta_{R}+c_{2} & 0 \\
0 & 0 & 0 & \delta_{A} & -\delta_{A}+c_{2}
\end{array}\right]\left[\begin{array}{l}
v_{3} \\
v_{4} \\
v_{7} \\
v_{8} \\
v_{9}
\end{array}\right] \leq 0
$$

holds for some $v \in \mathcal{N}_{q}$ and $c_{2}>0$. From (S9.5), we have

$$
\left[\begin{array}{l}
v_{3}  \tag{S9.7}\\
v_{4} \\
v_{7} \\
v_{8} \\
v_{9}
\end{array}\right]=\left[\begin{array}{c}
\theta_{3} \\
\theta_{4} \\
\theta_{7} \\
\theta_{8} \\
\theta_{4}+\theta_{8}
\end{array}\right] .
$$

It is clear that the matrix on the left-hand side of (S9.6) is Hurwitz-stable and Metzler when $c_{2}=0$. Moreover, expanding the last inequality yields the condition $0<c_{2} \leq \delta_{A} \theta_{4} /\left(\theta_{4}+\theta_{8}\right)$. Condition (S9.6) then reduces to

$$
\left[\begin{array}{cccc}
-\delta_{M_{A}}+c_{2} & \beta_{A} & 0 & 0  \tag{S9.8}\\
0 & -\delta_{A}+c_{2} & 0 & 0 \\
0 & 0 & -\delta_{M_{R}}+c_{2} & \beta_{R} \\
0 & 0 & 0 & -\delta_{R}+c_{2}
\end{array}\right]\left[\begin{array}{l}
\theta_{3} \\
\theta_{4} \\
\theta_{7} \\
\theta_{8}
\end{array}\right] \leq 0
$$

which is obviously feasible from the fact that the matrix is Metzler, Hurwitz-stable when $c_{2}=0$ and the fact that the $\theta_{i}$ 's are independent. Therefore, there exists $c_{2}>0$ and $\theta_{3}, \theta_{4}, \theta_{7}, \theta_{8}>0$ such that the above inequality holds. Moreover, Condition DD holds with the same $c_{2}$ and

$$
c_{1}=\sup _{\left(x_{1}, x_{5}\right) \in\{0,1\}^{2}}\{\bar{b}(x, v)\} .
$$

We can therefore conclude, from Proposition S4.1, that the circadian clock model of [15] is ergodic and that all the moments are bounded and globally converging.

## S10 Details on the analysis of the p53 model

Let us consider the following stochastic model for p 53 , see $[7]$ :

| $\emptyset$ | $\stackrel{k_{1}}{\longrightarrow}$ | $\boldsymbol{S}_{\mathbf{1}}$ |
| :--- | :--- | :--- |
| $\boldsymbol{S}_{\mathbf{1}}$ | $\stackrel{k_{\mathbf{2}}}{ }$ | $\emptyset$ |
| $\boldsymbol{S}_{\mathbf{1}}$ | $\stackrel{f\left(\boldsymbol{S}_{\mathbf{1}}, \boldsymbol{S}_{\mathbf{3}}\right)}{ }$ | $\emptyset$ |
| $\boldsymbol{S}_{\mathbf{1}}$ | $\stackrel{k_{4}}{\longrightarrow}$ | $\boldsymbol{S}_{\mathbf{1}}+\boldsymbol{S}_{\mathbf{2}}$ |
| $\boldsymbol{S}_{\mathbf{2}}$ | $\stackrel{k_{5}}{ }$ | $\boldsymbol{S}_{\mathbf{3}}$ |
| $\boldsymbol{S}_{\mathbf{3}}$ | $\stackrel{k_{6}}{ }$ | $\emptyset$. |

where $\mathbf{S}_{\mathbf{1}}$ is the p53 protein, $\mathbf{S}_{\mathbf{2}}$ is the Mdm2 precursor and $\mathbf{S}_{\mathbf{3}}$ is the Mdm2 protein. The rate function $f(x, y)=\frac{k_{3} y}{x+k_{7}}$ implements a nonlinear feedback on the degradation rate of p 53 . This example shows that non mass-action kinetics can also be considered using the proposed approach.

We then have the following result:
Result S10.1. For any values of the rate parameters, the oscillatory p53 model (S10.1) is ergodic and all the moments are bounded and globally converging.

Proof. For this model, we indeed have that

$$
\begin{align*}
\sum_{k=1}^{6} \lambda_{k}(x)\left\langle v, \zeta_{k}\right\rangle & \leq k_{1} v_{1}-k_{2} x_{1} v_{1}+k_{4} x_{1} v_{2}+k_{5} x_{2}\left(v_{3}-v_{2}\right)-k_{6} x_{3} v_{3} \\
& =x^{T}\left[\begin{array}{ccc}
-k_{2} & k_{4} & 0 \\
0 & -k_{5} & k_{5} \\
0 & 0 & -k_{6}
\end{array}\right] v+\left[\begin{array}{c}
k_{1} \\
0 \\
0
\end{array}\right]^{T} v \tag{S10.2}
\end{align*}
$$

It is clear that the above matrix is Hurwitz-stable and thus that there exists a positive vector $v>0$ such that $A v<0$ holds. Hence, we can conclude from Proposition S3.1 that the system is exponentially ergodic. To show that all the moments exist, we need to prove that Condition DD holds with $c_{5}=0$. Noting that $\frac{k_{3} x y}{x+k_{7}} \leq k_{3} y$ for all $x, y \geq 0$, then the left-hand side of ( S 1.4 b ) can be bounded from above by an affine polynomial in $x_{1}, x_{2}$ and $x_{3}$, showing therefore that $c_{5}$ can be set to 0 . The proof is complete.

## S11 Details on the analysis of the Lotka-Volterra model

The key idea in this section to obtain a similar result as in [4], but in a stochastic setting. We consider here a stochastic analogue of the deterministic model

$$
\begin{equation*}
\dot{n}_{i}(t)=\left(r_{i}-\sum_{j} b_{i j} n_{j}(t)\right) n_{i}(t) \tag{S11.1}
\end{equation*}
$$

where $n_{i}$ is the population of the $i^{t h}$ species and $r_{i}, b_{i j}$ are model parameters representing birth and competition among species. However, the stochastic analogue of the above deterministic model does not behave nicely since species may go extinct (ergodicity may also not hold). Moreover, the proposed framework is not really devoted to the analysis of closed population models since, for these models, ergodicity can easily be checked from the generator of the Markov chain, which is a finite-dimensional matrix. To avoid this issue, we consider the open stochastic Lotka-Volterra model given by the following reaction network.

$$
\begin{array}{rll}
\emptyset & \frac{\alpha_{i}}{} & S_{i}  \tag{S11.2}\\
S_{i} & \begin{array}{l}
\beta_{i} \\
S_{i}
\end{array} & S_{i}+S_{i} \\
S_{i}+S_{j} & \xlongequal[\gamma_{i j}]{ } & S_{j} \\
\boldsymbol{S}_{\boldsymbol{i}} & \xrightarrow[\delta_{i}]{ } & \emptyset
\end{array}
$$

where $i=1, \ldots, N$. The first set of reactions represent immigration/pure birth, the second one is reproduction, the third one is competition due to overpopulation and the last one are deaths/migrations. The difference with the direct stochastic analogue of (S11.1) lies in the presence of immigration and pure death or migration reactions.

We then have the following result which is a stochastic analogue of [4].
Theorem S11.1. Let $\Gamma(v)=\left[v_{i} \gamma_{i j}\right]$ and assume that one of the following conditions hold:

1. there exists $v>0$ such that the $\Gamma(v)^{\top}+\Gamma(v)$ is copositive and $\beta_{i}-\delta_{i}<0$ for all $i=1, \ldots, N$;
2. there exists $v>0$ such that the matrix $\Gamma(v)^{\top}+\Gamma(v)$ is positive definite.

Then the stochastic reaction network (S11.2) is ergodic and all the moments up to order $\left\lfloor 1+\frac{c_{2}}{c_{5}}\right\rfloor-2$ are bounded and globally converging.

Proof. Let us first define the following quantities

$$
\begin{align*}
M(v) & =-\frac{1}{2}\left(\Gamma(v)^{\top}+\Gamma(v)\right) \\
A & =\operatorname{diag}\left(\left(\beta_{i}-\delta_{i}\right) v_{i}\right)  \tag{S11.3}\\
b & =\left[\begin{array}{lll}
\alpha_{1} & \ldots & \alpha_{n}
\end{array}\right]^{\top} .
\end{align*}
$$

The condition (S1.4a) can be rewritten as

$$
\begin{equation*}
b^{\boldsymbol{\top}} v+x^{\boldsymbol{\top}} A v+x^{\boldsymbol{\top}} M(v) x \quad \leq \quad c_{1}-c_{2}\langle v, x\rangle . \tag{S11.4}
\end{equation*}
$$

Case 1: Assume that $\delta_{i}-\beta_{i}<0$ and $-M(v)$ is copositive, then $c_{1}$ and $c_{2}$ can be chosen as $c_{1}=\sum_{i=1}^{n} \alpha_{i} v_{i}$ and $c_{2}$ can be set arbitrarily close to $\min _{i}\left\{\delta_{i}-\beta_{i}\right\}$. Ergodicity then follows.

Case 2: This follows from Proposition S4.5.

## S12 Details on the analysis of the Schlögl model

Let us consider the Schlögl model [13]:

$$
\begin{array}{rllll}
\mathbf{A}+2 \mathbf{S} & \xrightarrow{k_{1}} & 3 \mathbf{S} & \xrightarrow{k_{2}} & \mathbf{A}+2 \mathbf{S}  \tag{S12.1}\\
\mathbf{B} & \xrightarrow{k_{3}} & \mathbf{S} & \xrightarrow{k_{4}} & \mathbf{B} .
\end{array}
$$

Let $X_{A}, X_{B}$ and $X_{S}$ denote the number of molecules of species $A, B$ and $S$ respectively. We can see that this model is closed since the quantity $X_{A}+X_{B}+X_{S}$ is preserved over time. Therefore, the state-space is finite since we have $X_{A}(t)+X_{B}(t)+X_{S}(t)=X_{A}(0)+X_{B}(0)+X_{S}(0)<\infty$ for all $t \geq 0$. When the populations of the species $A$ and $B$ are very large in number, then we can assume that they are constant over time (as it is often the case in the literature) and the network (S12.1) becomes

$$
\begin{array}{rllll}
2 \mathbf{S} & \frac{k_{1} X_{A}}{k_{3}} & 3 \mathbf{S} & \xrightarrow{k_{2}} & 2 \mathbf{S}  \tag{S12.2}\\
\emptyset & \xrightarrow[k_{3} X_{B}]{ } & \mathbf{S} & \xrightarrow{k_{4}} & \emptyset .
\end{array}
$$

Note that in the form presented above, the network is now open and has state-space $\mathbb{N}_{0}$, which is infinite. The network also involves a single trimolecular reaction. We have the following result:
Theorem S12.1. For any positive value of the rate parameters $k_{1}, k_{2}, k_{3}, k_{4}$ and any positive value for $X_{A}$ and $X_{B}$, the Schlögl model (S12.2) is exponentially ergodic.

Proof. The drift-condition DD1 with $V(x)=x$ is given by

$$
\begin{equation*}
\frac{k_{1} X_{A}}{2} x(x-1)-\frac{k_{2}}{6} x(x-1)(x-2)+k_{3} X_{B}-k_{4} x \leq c_{1}-c_{2} x, \forall x \in \mathbb{N}_{0}^{d} \tag{S12.3}
\end{equation*}
$$

Let us denote the left-hand side by $p(x)$ and rewrite it as

$$
\begin{equation*}
p(x)=-\frac{k_{2}}{6} x^{3}+x^{2} \frac{k_{1} X_{A}+k_{2}}{2}-x\left(k_{4}+\frac{k_{2}}{3}+\frac{k_{1} X_{A}}{2}\right)+k_{3} X_{B} \tag{S12.4}
\end{equation*}
$$

Now pick a $c_{2}>0$ and observe that the condition becomes

$$
\begin{equation*}
p(x)+c_{2} x \leq c_{1}, \forall x \in \mathbb{N}_{0} \tag{S12.5}
\end{equation*}
$$

Since the term of higher degree is negative, then clearly the function $p(x)+c_{2} x$ admits an upper bound over $x \in \mathbb{N}_{0}$. Picking then $c_{1} \geq 0$ such that

$$
\begin{equation*}
c_{1}=\sup _{x \geq 0}\left\{p(x)+c_{2} x\right\} \geq \max _{x \in \mathbb{N}_{0}}\left\{p(x)+c_{2} x\right\} \tag{S12.6}
\end{equation*}
$$

show that for any $c_{2}>0$, we can find a $c_{1} \geq 0$ such the drift-condition DD1 holds.
Finally observe that due to the presence of the birth and death reactions, the state-space of the system is irreducible. Hence the result follows.
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[^0]:    ${ }^{1}$ A postive function $V: \mathcal{S} \rightarrow \mathbb{R}$ is called norm-like if the set $\{x \in \mathcal{S}: V(x) \leq c\}$ is compact for any $c>0$.

[^1]:    ${ }^{2} \mathrm{~A}$ square real matrix is Metlzer when all its off-diagonal elements are nonnegative.

[^2]:    ${ }^{3}$ A matrix is reducible if and only if it can be placed into a block upper-triangular form by simultaneous row/column permutations. In addition, a matrix is reducible if and only if its associated digraph is not strongly connected.

