## Text S1: Additional results and equations

## Additional Results

## Evening complex modelling details

The equations describing EC are practically identical between P2011 and P2012. A minor difference is that several parameters for ELF3 degradation by COP1 are merged in the latter model. In the P2011-P2012 equations, EC is formed in two steps: ELF3 and ELF4 form a complex, which then binds with LUX to form EC. The models also describe the formation of a complex between GI and ELF3, whereby GI facilitates the degradation of ELF3 through COP1, based on observed interactions between the three proteins [1].

To reformulate the EC equations in order to take into account the possible redundancy between NOX and LUX and the ability of ELF3-ox to rescue EC function in elf4, as described in the main text, we had to simplify the description of EC formation to avoid a combinatorial explosion of reaction paths between sub-complexes.

In our model, the formation of EC begins with the homodimerization of ELF4 [2]. This homodimer, which is given its own variable, is in turn bound in the ELF3-ELF4 complex [3]. We assumed that delays caused by e.g. the time needed for LUX to bind to ELF3 (with or without ELF4) can at least partly be transferred to other steps in the model. Thus we modelled EC activity directly as a function of the levels of ELF3, ELF3-ELF4, LUX and NOX.

The equations for COP1, which regulates degradation of ELF3 and GI, were left unchanged from the P2012 model, but the action of COP1 was by necessity adapted to the altered EC. ELF3 is strongly localized to the nucleus [4 and unlike P2012 our model only considers its nuclear fraction. In our model, COP1 acts on ELF3 through its nuclear "day" and "night" forms, and in addition ELF3 degradation is directly increased by nuclear GI; the ELF3-GI complex of P2012 has been removed. Cytosolic and nuclear GI are no longer handled as being in a quasi-steady state, but instead are given their own variables. The degradation of GI by COP1 is mediated by ELF3 [1]. This is reflected in the equations, where nuclear GI is degraded by the two forms of COP1 only when ELF3 is present. This is qualitatively similar to the structure of the P2012 model, even though the equations are different and may allow different dynamics.

In simulations of the elf3-4 knockout mutant, the clock loses rhythmicity in LL, and the expression levels of $P R R 9, P R R 7, G I$ and TOC1 peak at the wrong time in LD compared with experiments (Figure 1). This is true for F2014 as well as P2011-P2012, even though the predicted expression profiles are different. Simulating the mutants as having ELF3 function at $20 \%$ of its normal value led to expression profiles in better agreement with the data for $G I$ and TOC1 and possibly also PRR9. However, the elf3-4 mutant has an early stop codon which is expected to lead to a total loss of function [5].

One way to resolve this conflict could be to assume that LUX and NOX retain some function in the absence of ELF3. However, when we allowed LUX and NOX to act as EC in the absence of ELF3, with or without ELF4, the resulting expression of GI was low and out of phase with experiments. When instead we assumed that ELF4 on its own is able to interact with LUX and NOX, the level of EC became constant rather than oscillating. We conclude that if, as expected, the elf3-4 mutant leads to a total loss of function, EC function may be rescued by some other clock component which is partly redundant with ELF3.

Furthermore, strong rhythmicity was seen in ELF3 mRNA in LD in the loss-of-function
elf3-1 and elf3-2 mutants [5], even though CCA1 and LHY are repressed and only weakly oscillating in elf3-1 [6]. Even simulations with ELF3 at $20 \%$ function showed only weak ELF3 rhythms, which suggests that ELF3 transcription is regulated by a clock component other than CCA1 and LHY, probably one with daytime expression and preserved rhythms in elf3. The best candidate represented in the model is PRR9. Making PRR9 a repressor of ELF3 transcription did not work well in the current model, possibly because the predicted timing of the weakly constrained PRR9 protein was incorrect, but we think this predicted connection is worth exploring in future work.


Figure 1. Retained ELF3 function in elf3 mutants. Comparison between modelling the elf3-4 mutant as a complete loss of function (left panels) and as lowering ELF3 production to $20 \%$ of its normal value (right panels). The F2014 model (solid black lines) is compared with data from Dixon et al. [7] (green triangles) and the models P2011 (dashed red lines) and P2012 (dotted blue lines) in LD. (A-B) PRR9 expression, (C-D) PRR7 expression, (E-F) GI expression, and (G-H) TOC1 expression. Levels were normalized to a peak value of 1 in wt.

## Additional input into NOX

Having only CCA1 and LHY as inputs to NOX was not sufficient to reproduce all NOX expression data; NOX is rhythmic in constant light in the cca1-11;lhy-21 double mutant [8]. Our interpretation is that NOX should have at least one more repressor in the model. Among the clock components in our model, the expression profiles of PRR7 or PRR9 in LD provided
the closest match to what we expected of an additional repressor. For computational reasons, we did not fully explore the difference between using PRR7 or PRR9 as the repressor of NOX transcription in the equations, but our initial attempts suggested that PRR7 may lead to a better fit. Hence, we included PRR7 as a transcriptional repressor in the equation for NOX. Figure ??C, in the main text, shows the resulting expression profile, where the input from PRR7 is seen to modulate the shape and peak phase of $N O X$ expression by reducing transcription around ZT 10.

## CCA1 and LHY are modelled separately

Although CCA1 and LHY are closely related, highly coexpressed, and have some overlap in function, they are not redundant [9-11]. There are noticeable differences in their regulation, as only the CCA1 promoter interacts with CHE (which is not represented in the current model due to a lack of experimental data) [12], which may also be true for NOX [8]. Furthermore, CCA1 is more important than LHY at lower temperatures for regulating the period, and vice versa at higher temperatures 13 .

These facts, in conjunction with access to significant amounts of separate data for CCA1 and LHY, and for their mutants, led us to split the LHY/CCA1 module of previous models (L2005 to P2012) into two separate parts. Both parts contribute to the repression of the targets of the previous LHY/CCA1 in P2012. The difference between the two parts in our model lies only in the transcriptional regulation of $C C A 1$ and $L H Y$ themselves, not in their binding targets. In contrast to the CCA1 promoter, the $L H Y$ promoter contains two predicted specific CCA1 binding elements [14, 15]. For this reason, we modelled only LHY as repressed by CCA1 and LHY. However, we cannot rule out that the interaction is activating, but the model agrees with experimental data that CCA1 expression is lower in lhy whereas LHY expression is lower in cca1 [16.

By modelling CCA1 and LHY separately we were able to include the interaction between the two proteins in the model. CCA1 and LHY are single MYB-domain transcription factors [17] and form both homodimers and heterodimers in vivo in order to bind DNA, which most likely requires two MYB-domains [18, 19]. In the model, we assumed that CCA1 and LHY may differ in their overall binding affinities, but not in any target-specific way. The heterodimer could be more or less active than the homodimers, but parameter fitting indicated that this freedom was not needed; hence, we removed it from the equations.

With the separation of CCA1 and $L H Y$, we hope to set forth a process of better distinguishing what the differences between them actually are. It is usually taken for granted that one trait of LHY must probably also be true for CCA1. Only on rare occasions is it explicitly said that it is not so, as in the case of CHE and NOX in relation to CCA1 and LHY. Another example relates to $C C A 1$ and $L H Y$ mRNA stability in dark/light, where results by Yakir et al. [20] and Kim et al. [21] are in direct contradiction.

## Localization of TOC1 and PRR5

PRR5 plays a major part in translocating TOC1 to the nucleus, in addition to its role as a transcriptional repressor. In the absence of functional PRR5, the level of TOC1 is lower in the nucleus and higher in the cytosol than in the wild type. The total TOC1 protein level is lower, even though the TOC1 mRNA level is unchanged, suggesting that PRR5 both localizes and stabilizes TOC1 22.

Like TOC1, PRR5 is targeted for degradation by ZTL [23, 24, which is localized only to the cytosol [25]. Thus the model must include cycling of both TOC1 and PRR5 between the cytosol and the nucleus.

Due to the small amount of data at the protein level, we modelled this part of the system in a relatively simple way: TOC1 diffuses freely into the nucleus, but diffusion back into the cytosol is inhibited by nuclear PRR5. The PRR5 protein may diffuse between nucleus and cytosol, unaffected by TOC1. The model encourages stabilization of TOC1 by also allowing PRR5 to inhibit nuclear degradation of TOC1. However, if TOC1 is more stable in the nucleus than in the cytosol, such a mechanism may be unnecessary.

For some parameter sets, the model reproduces the qualitative level changes in prr 5 compatered with wt, but there is great variation between the parameter sets and the fit to data for total TOC1 protein is bad. (Figure 2) Likewise, neither the nuclear degradation rate nor the diffusion rate of TOC1 shows any clear pattern between the parameter sets. This difficulty in fitting the model was likely due to both the relatively small amount of data relevant to TOC1 localization and the large discrepancies in TOC1 peak timing between different data sets.


Figure 2. Localization of TOC1 protein. TOC1 protein simulated in wt (solid black lines) and prr5 (dashed red lines), compared with data [22] for wt (green triangles) and prr5 (blue circles). (A) Total TOC1 protein. (B) Nuclear TOC1 protein. (C) Cytosolic TOC1 protein. In each panel, the curves were normalized to a peak level of 1 in wt.

## Removal of light inputs and components

We discarded several experimentally unmotivated or computationally unnecessary components and interactions compared with the P2012 model. This includes the removal of several
light inputs for which we could find no convincing evidence. Specifically, we removed the direct light dependence in the degradation rates of CCA1 and LHY mRNA and of the PRR9, PRR5 and TOC1 proteins. In the case of PRR5, the light input was replaced by ZTL-dependent degradation [23|24. The direct transcriptional light response of $G I$ was also removed, since the degradation of EC by COP1 was sufficient to explain the experimentally observed rise in $G I$ transcription in the morning.

We removed the hypothetical modified form of LHY/CCA1, LHY mod. Its purpose in P2010-P2012 was to give a delayed positive input into PRR5, which proved to be redundant in our model where the rise in PRR5 in the afternoon is instead due to ceasing repression by CCA1 and LHY (see Figure ??A and E in the main text).

An additional difference between our model and P2012 is our exclusion of equations related to ABA. The primary purpose of the ABA circuit was to introduce an output from the clock, and although this circuit feeds back into TOC1, is has very little impact on the dynamics of the clock when the ABA input level is kept at its normal value (Figure 3).

The removal of unmotivated parameters and addition of new clock components balanced out. In spite of the inclusion of $N O X$ and $R V E 8$ and the separation of CCA1 and LHY, our model reduces the number of parameters compared with P2012, as shown in Table ?? in the main text.


Figure 3. Limited feedback from ABA circuit to the clock in P2012. Normalized TOC1 transcription in the P2012 model, with (solid blue lines) and without (dashed red lines) the ABA circuit connected to TOC1 transcription. (A) in the transition from LD 12:12 to LL, and (B) in DD.

## Model equations

We here describe the system of ordinary differential equations of the F2014 model. The dimensionless concentration levels of mRNA and protein of clock component $X$ are denoted $c_{X}^{(m)}$ and $c_{X}$, respectively, where $X$ is an abbreviated component name explained in Table 1 Non-subscript $L$ and $D$ denote light and darkness, respectively, where one is 0 when the other is 1 . When localization of a protein $X$ is included in the model, it is either nuclear, $X n$, or cytosolic, $X c$. However, with the nomenclature inherited from P2012, COP1n and COP1d both denote nuclear COP1 protein, in its day and night forms. For ELF4, $d$ indicates a dimer.

| Short | Component |
| :--- | :--- |
| P | dark accumulator |
| R | RVE8 |
| C | CCA1 |
| L | LHY |
| P9 | PRR9 |
| P7 | PRR7 |
| P5 | PRR5 |
| T | TOC1 |
| E3 | ELF3 |
| E4 | ELF4 |
| E4d | ELF4 dimer |
| E34 | ELF3-ELF4 complex |
| LUX | LUX |
| NOX | NOX |
| ZTL | ZTL |
| G | GI |
| ZG | ZTL-GI complex |
| COP1 | COP1 |

Table 1. Symbols used in the equation system.
In order to simplify the equations, eqs. (11), (2), (3), (14), (17), (23), (26), (34) and (39) define some recurring expressions. $L C$ is a weighted sum of CCA1 and LHY concentrations, used where both CCA1 and LHY repress transcription. $L C_{\text {common }}$ is the common term in the regulation of CCA1 and LHY transcription. $P 5_{\text {trans }}, T_{\text {trans }}$ and $G_{\text {trans }}$ describe the cytosolic/nuclear translocation of their respective proteins. E34 prod and $Z G_{\text {prod }}$ are complex formation rates, and $E 3_{\text {deg }}$ is the $E 3$ degradation rate that also applies to E34.

Parameters are named according to function. Parameters that govern transcriptional activation and repression are denoted by $a$ and $r$, respectively. The symbol $q$ is used for light-activated transcription, $t$ for protein transport rates, $m$ for degradation rates (protein and mRNA), and $n$ for protein production (for COP1 only). Weights between components that play similar roles (in $E C$ and $L C$ ) are denoted by $f$, and $p$ is used for various parameters from P2012 for protein production, transport, degradation and complex formation.

The mRNA production terms are all based on the same general assumptions about how repressors and activators bind to DNA to regulate transcription. CCA1 and LHY are assumed to share binding sites, as are the PRR proteins, but otherwise the binding sites for different proteins are assumed to be independent. As in P2012, all repression terms are squared in the denominators to represent the unknown degree of cooperativity. Activators
have a corresponding term in the numerators, with a parameter describing the maximum level of activation relative to the unactivated state. The degradation rates of mRNAs always follow mass-action kinetics.

With few exceptions, the levels of mRNAs and proteins are arbitrary in the model as a change in the production rate could equally well be described as an opposite change in all binding affinities of the protein. The exceptions are those proteins that are involved in complexes, where the model has parameters to set the relative production rates. For other proteins, the maximum levels are determined by degradation and the regulation of production.

The expression for $E C$ is designed such that it is limited by ELF3 and ELF3-ELF4 when LUX and NOX are high, and vice versa. What "high" means is defined by $f_{3}$ and $f_{4}$. It is assumed that LUX and ELF3-ELF4 are the most important players in the complex, and $f_{1}, f_{2}$ and $f_{6}$ allow NOX and ELF3 to also participate. For the difference between NOX and LUX, we separate the activity (numerator, $f_{6}$ ) from the saturation (denominator, $f_{2}$ ) to allow for the possibility that EC with NOX is a weaker repressor than EC with LUX. In contrast, the same expression with $f_{1}$ is used in both numerator and denominator because ELF3 is supposed to act like more dilute ELF3-ELF4.

The equations and parameter values are also available for download from http://cbbp.thep.lu.se/activities/clocksim/.

$$
\begin{align*}
L C & =\left(c_{L}+f_{5} c_{C}\right)  \tag{1}\\
L C_{\text {common }} & =\frac{q_{1} L c_{P}+1}{1+\left(r_{1} c_{P 9}\right)^{2}+\left(r_{2} c_{P 7}\right)^{2}+\left(r_{3} c_{P 5 n}\right)^{2}+\left(r_{4} c_{T n}\right)^{2}}  \tag{2}\\
E C & =\frac{\left(c_{L U X}+f_{6} c_{N O X}\right)\left(c_{E 34}+f_{1} c_{E 3}\right)}{1+f_{3}\left(c_{L U X}+f_{2} c_{N O X}\right)+f_{4}\left(c_{E 34}+f_{1} c_{E 3}\right)}  \tag{3}\\
\frac{d c_{L}^{(m)}}{d t} & =\frac{L C_{\text {common }}}{\left(1+\left(r_{11} L C\right)^{2}\right)}-m_{1} c_{L}^{(m)}  \tag{4}\\
\frac{d c_{L}}{d t} & =\left(L+m_{4} D\right) c_{L}^{(m)}-m_{3} c_{L}  \tag{5}\\
\frac{d c_{C}^{(m)}}{d t} & =L C_{\text {common }}-m_{1} c_{C}^{(m)}  \tag{6}\\
\frac{d c_{C}}{d t} & =\left(L+m_{4} D\right) c_{C}^{(m)}-m_{3} c_{C}  \tag{7}\\
\frac{d c_{P}}{d t} & =p_{7} D\left(1-c_{P}\right)-m_{11} c_{P} L  \tag{8}\\
\frac{d c_{P 9}^{(m)}}{d t} & =q_{3} c_{P} L-m_{12} c_{P 9}^{(m)} \\
& +\frac{1+a_{3} r_{33} c_{R}}{\left(1+r_{33} c_{R}\right)\left(1+\left(r_{5} L C\right)^{2}\right)\left(1+\left(r_{6} E C\right)^{2}\right)\left(1+\left(r_{7} c_{T n}\right)^{2}\right)\left(1+\left(r_{40} c_{P 5 n}\right)^{2}\right)}  \tag{9}\\
\frac{d c_{P 9}}{d t} & =c_{P 9}^{(m)}-m_{13} c_{P 9}  \tag{10}\\
\frac{d c_{P \gamma}^{(m)}}{d t} & =\frac{1}{\left(1+\left(r_{8} L C\right)^{2}\right)\left(1+\left(r_{9} E C\right)^{2}\right)\left(1+\left(r_{10} c_{T n}\right)^{2}\right)\left(1+\left(r_{40} c_{P 5 n}\right)^{2}\right)}-m_{14} c_{P 7}^{(m)} \tag{11}
\end{align*}
$$

$$
\begin{align*}
& \frac{d c_{P 7}}{d t}=c_{P \gamma}^{(m)}-\left(m_{15}+m_{23} D\right) c_{P 7}  \tag{12}\\
& \frac{d c_{P 5}^{(m)}}{d t}=\frac{1+a_{4} r_{34} c_{R}}{\left(1+r_{34} c_{R}\right)\left(1+\left(r_{12} L C\right)^{2}\right)\left(1+\left(r_{13} E C\right)^{2}\right)\left(1+\left(r_{14} c_{T n}\right)^{2}\right)} \\
& -m_{16} c_{P 5}^{(m)}  \tag{13}\\
& P 5_{\text {trans }}=t_{5} c_{P 5 c}-t_{6} c_{P 5 n}  \tag{14}\\
& \frac{d c_{P 5 c}}{d t}=c_{P 5}^{(m)}-\left(m_{17}+m_{24} c_{Z T L}\right) c_{P 5 c}-P 5_{\text {trans }}  \tag{15}\\
& \frac{d c_{P 5 n}}{d t}=P 5_{t r a n s}-m_{42} c_{P 5 n}  \tag{16}\\
& T_{\text {trans }}=t_{7} c_{T c}-\frac{t_{8}}{1+m_{37} c_{P 5 n}} c_{T n}  \tag{17}\\
& \frac{d c_{T}^{(m)}}{d t}=\frac{1+a_{5} r_{35} c_{R}}{\left(1+r_{35} c_{R}\right)\left(1+\left(r_{15} L C\right)^{2}\right)\left(1+\left(r_{16} E C\right)^{2}\right)\left(1+\left(r_{17} c_{T} n\right)^{2}\right)} \\
& -m_{5} c_{T}^{(m)}  \tag{18}\\
& \frac{d c_{T n}}{d t}=T_{\text {trans }}-\frac{m_{43}}{1+m_{38} c_{P 5 n}} c_{T n}  \tag{19}\\
& \frac{d c_{T c}}{d t}=c_{T}^{(m)}-\left(m_{8}+m_{6} c_{Z T L}\right) c_{T c}-T_{\text {trans }}  \tag{20}\\
& \frac{d c_{E 4}^{(m)}}{d t}=\frac{1+a_{6} r_{36} c_{R}}{\left(1+r_{36} c_{R}\right)\left(1+\left(r_{18} E C\right)^{2}\right)\left(1+\left(r_{19} L C\right)^{2}\right)\left(1+\left(r_{20} c_{T n}\right)^{2}\right)} \\
& -m_{7} c_{E 4}^{(m)}  \tag{21}\\
& \frac{d c_{E 4}}{d t}=p_{23} c_{E 4}^{(m)}-m_{35} c_{E 4}-c_{E 4}{ }^{2}  \tag{22}\\
& E 34_{\text {prod }}=p_{25} c_{E 3} c_{E 4 d}  \tag{23}\\
& \frac{d c_{E 4 d}}{d t}=c_{E 4}{ }^{2}-m_{36} c_{E 4 d}-E 34_{\text {prod }}  \tag{24}\\
& \frac{d c_{E 3}^{(m)}}{d t}=\frac{1}{1+\left(r_{21} L C\right)^{2}}-m_{26} c_{E S}^{(m)}  \tag{25}\\
& E 3_{d e g}=\left(m_{30} c_{C O P 1 d}+m_{29} c_{C O P 1 n}+m_{9}+m_{10} c_{G n}\right)  \tag{26}\\
& \frac{d c_{E 3}}{d t}=p_{16} c_{E 3}^{(m)}-E 34_{\text {prod }}-E 3_{\text {deg }} c_{E 3}  \tag{27}\\
& \frac{d c_{E 34}}{d t}=E 34_{\text {prod }}-m_{22} c_{E 34} E 3_{\text {deg }}  \tag{28}\\
& \frac{d c_{L U X}^{(m)}}{d t}=\frac{1+a_{7} r_{37} c_{R}}{\left(1+r_{37} c_{R}\right)\left(1+\left(r_{22} E C\right)^{2}\right)\left(1+\left(r_{23} L C\right)^{2}\right)\left(1+\left(r_{24} c_{T n}\right)^{2}\right)} \\
& -m_{34} c_{L U X}^{(m)}  \tag{29}\\
& \frac{d c_{L U X}}{d t}=c_{L U X}^{(m)}-m_{39} c_{L U X}  \tag{30}\\
& \frac{d c_{C O P 1 c}}{d t}=n_{5}-p_{6} c_{C O P 1 c}-m_{27} c_{C O P 1 c}\left(1+p_{15} L\right)  \tag{31}\\
& \frac{d c_{C O P 1 n}}{d t}=p_{6} c_{C O P 1 c}-\left(n_{14}+n_{6} L c_{P}\right) c_{C O P 1 n}-m_{27} c_{C O P 1 n}\left(1+p_{15} L\right) \tag{32}
\end{align*}
$$

$$
\begin{align*}
\frac{d c_{C O P 1 d}}{d t} & =\left(n_{14}+n_{6} L c_{P}\right) c_{C O P 1 n}-m_{31}\left(1+m_{33} D\right) c_{C O P 1 d}  \tag{33}\\
Z G_{p r o d} & =p_{12} c_{Z T L} c_{G c}-\left(p_{13} D+p_{10} L\right) c_{Z G}  \tag{34}\\
\frac{d c_{Z T L}}{d t} & =p_{14}-Z G_{\text {prod }}-m_{20} c_{Z T L}  \tag{35}\\
\frac{d c_{Z G}}{d t} & =Z G_{p r o d}-m_{21} c_{Z G}  \tag{36}\\
\frac{d c_{G}^{(m)}}{d t} & =\frac{1+a_{8} r_{38} c_{R}}{\left(1+r_{38} c_{R}\right)\left(1+\left(r_{25} E C\right)^{2}\right)\left(1+\left(r_{26} L C\right)^{2}\right)\left(1+\left(r_{27} c_{T n}\right)^{2}\right)} \\
& -m_{18}^{\left(c_{G}^{(m)}\right.}  \tag{37}\\
c_{E 3 t o t} & =c_{E 3}+c_{E 34}  \tag{38}\\
G_{t r a n s} & =p_{28} c_{G c}-\frac{p_{29}}{1+t_{9} c_{E 3 t o t}} c_{G n}  \tag{39}\\
\frac{d c_{G c}}{d t} & =p_{11} c_{G}^{(m)}-Z G_{p r o d}-G_{t r a n s}-m_{19} c_{G c}  \tag{40}\\
\frac{d c_{G n}}{d t} & =G_{t r a n s}-m_{19} c_{G n} \\
& -m_{25} c_{E 3 t o t}\left(1+m_{28} c_{C O P 1 d}+m_{32} c_{C O P 1 n}\right) c_{G n}  \tag{41}\\
\frac{d c_{N O X}^{(m)}}{d t} & =\frac{1}{\left(1+\left(r_{28} L C\right)^{2}\right)\left(1+\left(r_{29} c_{P 7}\right)^{2}\right)}-m_{44} c_{N O X}^{(m)}  \tag{42}\\
\frac{d c_{N O X}}{d t} & =c_{N O X}^{(m)}-m_{45} c_{N O X}  \tag{43}\\
\frac{d c_{R}^{(m)}}{d t} & =\frac{1}{1+\left(r_{30} c_{P 9}\right)^{2}+\left(r_{31} c_{P 7}\right)^{2}+\left(r_{32} c_{P 5 n}\right)^{2}}-m_{46} c_{R}^{(m)}  \tag{44}\\
\frac{d c_{R}}{d t} & =c_{R}^{(m)}-m_{47} c_{R} \tag{45}
\end{align*}
$$

## Model variants

In the model without RVE8, $c_{R}^{(m)}$ and $c_{R}$ were set to 0 , and all data for RVE8 and the rve mutants were removed from the cost function. For testing NOX as an activator of CCA1 and $L H Y$, an activation term, $a_{1} c_{N O X} /\left(1+r_{39} c_{N O X}\right)$, was added to the numerator of eq. (2). Similarly, the activation of PRR9 transcription by CCA1 and LHY was implemented by the addition of $a_{2}\left(r_{5} L C\right)^{2}$ to the numerator in eq. (9).

## Parameter sensitivity analysis

The sensitivity of the cost function to perturbations in the parameter values are presented in Figure ??, which shows that the parameter sets generally agree on which parameters are sensitive to perturbations. However, parameters with high sensitivity are not necessarily constant between parameter sets.

Figure 4 shows that there is only a very weak correlation between the variability of a parameter between parameter sets and the robustness of the model to changes in that parameter. Thus, parameter sensitivity cannot be used to estimate how widely a parameter can vary between alternative parameter sets. Even though we have removed any obviously redundant parameters from the equations, the model is likely to be constraining many
nonlinear functions of several parameters rather than the individual parameters. That is, the parameter values are often meaningful only in the context of their respective parameter sets.


Figure 4. Parameter sensitivity and variability. For each parameter, the variability between parameter sets is plotted against the sensitivity of the parameter. Variability is defined as the standard deviation of the logarithm of the parameter value across the eight parameter sets. Sensitivity is defined as the mean relative change in the cost function when the parameter is increased and decreased by $10 \%$, averaged over the parameter sets.

## Model period predictions

To independently verify the output of the model, we compared with experimental data for the relative period change between wild type and mutants.

| Experiment | Light <br> cond | wt <br> $(\exp )$ | Mutant <br> $(\exp )$ | Change <br> $(\exp )$ | Change <br> $($ sim $)$ | Source |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| toc1 RNAi | LL | 24.27 | 20.51 | -3.72 | -1.50 | $[26$ |
| toc1-1 | LL | 24.5 | 21 | -3.43 | -1.50 | $[27$ |
| toc1-1 | LL | 24.82 | 22.46 | -2.28 | -1.50 | $[8$ |
| cca1-1 | LL | 26.41 | 24.77 | -1.49 | -0.76 | $[18$ |
| cca1-1 | LL | 25.31 | 23.82 | -1.41 | -0.76 | $[11$ |
| cca1-11 | LL | 26.02 | 23.25 | -2.55 | -0.76 | $[8$ |
| cca1-11;lhy-21 | RR | 24.5 | 18.2 | -6.17 | -5.90 | $[28$ |
| cca1-11;lhy-21 | LL | 26.02 | 17.4 | -7.95 | -5.90 | $[8$ |
| cca1-11;lhy-21 | LL | 26.41 | 19.73 | -6.07 | -5.90 | $[18$ |
| cca1-1;lhy-R | LL | 23.99 | arr |  | -1.82 | $[11$ |
| lhy | LL | 22.71 | 23.64 | 0.98 | -1.07 | 9 |
| lhy ${ }^{\text {NN104 }}$ | LL | 22.71 | 24.67 | 2.07 | -1.07 | $9]$ |
| prr7-3 | LL | 24.3 | 25.0 | 0.69 | 1.27 | $[29$ |
| prr7-3;prr9-1 | LL | 24.3 | 36.2 | 11.75 | 0.30 | $[29$ |
| prr9-1 | LL | 24.3 | 24.8 | 0.49 | 1.26 | $[29$ |
| PRR5-ox | LL | 23.41 | 22.66 | -0.77 | -0.30 | 30 |
| NOX-ox | LL | 25.15 | 29.95 | 4.58 | 2.16 | $[8$ |


| Experiment | Light cond | wt (exp) | Mutant (exp) | Change $(\exp )$ | Change $(\operatorname{sim})$ | Source |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| nox-1 | LL | 24.47 | 23.23 | -1.22 | -0.05 | [8] |
| lux | LL |  | arr |  | 1.93 | 31 |
| elf3-1 | LL |  | arr |  | 0.90 | [5] |
| elf4 | LL | 23.8 | 22.3 | -1.51 | 2.42 | 32 |
| ELF4-ox | LL | 27.308 | 30.89 | 3.15 | -0.63 | 33 |
| ELF4-ox | LL | 25.1 | 28.75 | 3.49 | -0.63 | 34 |
| ELF3-ox | LL | 26.25 | 26.85 | 0.55 | 1.25 | 34 |
| ELF3-ox | LL | 24.28 | 26.41 | 2.11 | 1.25 | 35 |
| elf4-1;ELF3-ox | LL | 26.25 | 27.05 | 0.73 | 3.23 | 34] |
| ztl-22 | LL | 26.1 | 33.0 | 6.34 | 2.59 | 36 |
| ztl-21 | LL | 26.3 | 27.7 | 1.28 | 2.59 | 36 |
| ztl-21 | RR | 24.5 | 27.1 | 2.55 | 2.59 | [28] |
| ztl-1 | BB | 24.9 | 28.95 | 3.90 | 2.59 | [37] |
| ztl-3 | RR | 24.9 | 29.4 | 4.34 | 2.59 | 37] |
| $z t l-1$ (Bx4) | LL | 27.3 | 32.0 | 4.13 | 2.59 | 38 |
| $z t l-2(\mathrm{Bx} 1)$ | LL | 27.3 | 32.8 | 4.84 | 2.59 | 38 |
| RVE8-ox | LL | 24 | 22.16 | -1.84 | -1.07 | [39] |
| rve8 | LL | 24 | 25.68 | 1.68 | 0.15 | [39] |
| gi-11 | LL | 24.4 | 23.4 | -0.98 | -0.83 | 13 |
| gi-201 | LL | 25.12 | 24.44 | -0.65 | -0.83 | 40 |
| toc1-1 | DD | 27.5 | 22.3 | -4.54 | 0.54 | [27] |
| gi-201 | DD | 27.48 | arr |  | -0.29 | 40 |
| elf3-1 | DD | 25.07 | 25.41 | 0.33 | 1.46 | 35 |
| elf4-1;ELF3-ox | DD | 28.0 | 30.3 | 1.97 | 1.12 | 34 |
| elf4 | DD | 26.4 | 27.1 | 0.64 | 0.88 | 32 |
| ELF3-ox | DD | 28.0 | 29.5 | 1.29 | 1.06 | 34] |
| ELF3-ox | DD | 25.07 | 25.10 | 0.03 | 1.06 | 35] |
| ztl-22 | DD | 27.05 | 33.56 | 5.78 | 3.82 | 36 |
| ztl-27 | DD | 27.05 | 36.43 | 8.32 | 3.82 | 36 |
| prr\%-3 | DD | 25.7 | 25.8 | 0.09 | -0.16 | [29] |
| NOX-ox | DD | 24.95 | 26.85 | 1.83 | 0.01 | [8] |

Table 2. Period change in mutants, compared between experiments and the F2014 model. The change in period between mutant, $x$, and wild type, $y$, is computed as $(x-y) \frac{24}{y}$. Experimental data were averaged where replicates were available within a publication (e.g. toc1 RNAi [26], ztl-1/3 [37], ELF4-ox [33], ELF3-ox [34], NOX-ox [8, RVE8-ox, rve8 [39], and cca1-1 [11]). The periods from the model were taken as the mean, across the eight parameters sets, of the median of the period of TOC1, CCA1 and PRR5 mRNA. Simulations were run in LD 12:12 and then transferred to constant light (LL) or darkness (DD) for four days. Some experiments were performed in constant red ( RR ), or blue ( BB ) light; these were simulated as LL. The experimental periods were largely based on luciferase data which were not used to fit the model. Mutants marked with "arr" were found to be arrhythmic.

## The eight best fitted parameter sets

| Parameter | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a_{1}$ | 5.314 | 1.022 | 6.962 | 4.835 | 9.946 | 9.707 | 9.971 | 9.964 |
| $a_{4}$ | 7.175 | 9.866 | 4.687 | 9.776 | 8.412 | 7.882 | 7.139 | 1.155 |
| $a_{5}$ | 1.96 | 5.353 | 1 | 5.004 | 4.883 | 9.988 | 2.672 | 1.112 |
| $a_{6}$ | 8.874 | 2.278 | 2.459 | 1.371 | 2.25 | 1.821 | 1.04 | 1 |
| $a_{7}$ | 1.528 | 5.917 | 1 | 9.246 | 1.73 | 1.005 | 9.33 | 8.058 |
| $a_{8}$ | 3.014 | 4.365 | 6.927 | 9.413 | 7.008 | 9.914 | 2.72 | 9.866 |
| $r_{1}$ | 5.673 | 3.747 | 11.45 | 1.182 | 3.794 | 3.458 | 1.028 | 1.24 |
| $r_{2}$ | 1.395 | 2.384 | 2.638 | 5.219 | 3.087 | 2.826 | 4.889 | 3.528 |
| $r_{3}$ | 8.556 | 4.747 | 1.171 | 7.636 | 9.789 | 3.979 | 0.01852 | 9.399 |
| $r_{4}$ | 3.422 | 16.3 | 5.842 | 94.55 | 0.1007 | 0.1002 | 0.1057 | 0.1001 |
| $r_{5}$ | 0.1532 | 0.1 | 0.1 | 0.1183 | 0.1001 | 0.1001 | 0.1002 | 0.1001 |
| $r_{6}$ | 25.77 | 0.4728 | 96.91 | 275.3 | 41.25 | 31.46 | 1.286 | 176.2 |
| $r_{7}$ | 12.27 | 35.94 | 23.2 | 231.6 | 2.785 | 0.4538 | 13.76 | 12.07 |
| $r_{8}$ | 1.753 | 2.225 | 1.867 | 1.574 | 1.401 | 1.785 | 0.3183 | 1.026 |
| $r_{9}$ | 30.75 | 0.5885 | 153.7 | 363.5 | 47.7 | 39.29 | 2.544 | 396.5 |
| $r_{10}$ | 9.981 | 21.8 | 11.88 | 81.95 | 3.601 | 0.01082 | 26.78 | 11.29 |
| $r_{11}$ | 1.941 | 2.086 | 1.59 | 1.066 | 1.232 | 2.428 | 1.6 | 1.102 |
| $r_{12}$ | 4.987 | 6.033 | 3.409 | 3.455 | 4.937 | 10.59 | 15.17 | 1.303 |
| $r_{13}$ | 44.99 | 1.053 | 142.6 | 443.7 | 58.63 | 35.93 | 4.415 | 326.5 |
| $r_{14}$ | 3.904 | 12.66 | 8.865 | 0.1209 | 1.807 | 0.3359 | 94.19 | 17.22 |
| $r_{15}$ | 5.344 | 6.743 | 18.56 | 4.354 | 5.036 | 10.07 | 6.786 | 11.3 |
| $r_{16}$ | 9.74 | 0.1519 | 52.48 | 82.46 | 13.34 | 8.783 | 0.9119 | 84.15 |
| $r_{17}$ | 2.25 | 5.199 | 41.75 | 0.3816 | 1.775 | 0.8467 | 61.33 | 14.62 |
| $r_{18}$ | 41.94 | 1.205 | 291.2 | 493.8 | 63.51 | 22.02 | 3.123 | 385.8 |
| $r_{19}$ | 15.93 | 16.24 | 26.48 | 12.24 | 12.13 | 11.21 | 7.592 | 29.8 |
| $r_{20}$ | 0.109 | 0.1465 | 0.1458 | 0.4281 | 0.6299 | 0.01341 | 0.2518 | 12.3 |
| $r_{21}$ | 3.336 | 5.127 | 3.068 | 2.549 | 1.704 | 13.25 | 2.484 | 4.045 |
| $r_{22}$ | 56.5 | 1.971 | 182.5 | 150.7 | 33.31 | 93.73 | 6.552 | 725.3 |
| $r_{23}$ | 3.28 | 7.1 | 4.992 | 4.912 | 2.576 | 4.767 | 4.378 | 3.856 |
| $r_{24}$ | 4.315 | 16.33 | 10.8 | 54.31 | 4.513 | 0.106 | 18.25 | 0.101 |
| $r_{25}$ | 41.19 | 1.027 | 156.9 | 365.3 | 43.43 | 39 | 2.794 | 368.7 |
| $r_{26}$ | 4.774 | 5.466 | 4.54 | 3.558 | 4.259 | 6.963 | 3.439 | 4.691 |
| $r_{27}$ | 1.34 | 6.864 | 4.343 | 1.108 | 2.083 | 0.4267 | 17.04 | 7.185 |
| $r_{28}$ | 5.91 | 8.392 | 8.667 | 4.178 | 3.885 | 11.58 | 4.722 | 7.319 |
| $r_{29}$ | 0.2745 | 0.1423 | 0.1 | 1.732 | 0.7494 | 0.1001 | 0.1002 | 0.1 |
| $r_{30}$ | 1.411 | 2.714 | 6.728 | 0.5166 | 0.5525 | 3.9 | 0.2139 | 0.1194 |
| $r_{31}$ | 0.03975 | 0.01041 | 0.2149 | 0.1999 | 1.944 | 0.3978 | 2.477 | 2.029 |
| $r_{32}$ | 6.967 | 4.775 | 1.069 | 7.782 | 10.91 | 3.516 | 0.1142 | 0.04042 |
| $r_{33}$ | 0.7146 | 0.9026 | 0.03532 | 0.5893 | 0.06372 | 0.1207 | 0.1105 | 0.8943 |
| $r_{34}$ | 2.874 | 0.05704 | 1.302 | 0.1891 | 1.021 | 1.025 | 9.955 | 6.847 |
| $r_{35}$ | 0.06041 | 0.02929 | 0.2607 | 0.1446 | 0.03939 | 0.02616 | 9.917 | 0.02871 |
| $r_{36}$ | 0.08923 | 0.49 | 0.5084 | 2.492 | 8.706 | 1.344 | 0.02061 | 0.01041 |
| $r_{37}$ | 9.958 | 0.554 | 0.01093 | 0.5246 | 0.1416 | 0.04229 | 0.1703 | 0.08021 |
| $r_{38}$ | 3.887 | 0.05062 | 0.3151 | 0.1267 | 0.1986 | 0.6058 | 0.9035 | 0.3665 |
| $r_{40}$ | 1.422 | 1.051 | 0.2785 | 1.016 | 2.263 | 1.208 | 1.681 | 5.28 |
| $r_{41}$ | 1.856 | 0.3341 | 0.3861 | 0.6126 | 2.295 | 1.034 | 9.883 | 2.965 |
| $f_{1}$ | 0.06021 | 0.409 | 0.1273 | 0.4442 | 0.4195 | 0.09476 | 0.3549 | 0.04486 |
| $f_{2}$ | 0.02732 | 2.021 | 0.01001 | 0.01015 | 0.02322 | 0.07358 | 7.587 | 2.726 |
| $f_{3}$ | 0.2654 | 0.03313 | 4.774 | 48.57 | 1.886 | 6.904 | 0.01097 | 3.993 |
| $f_{4}$ | 0.2687 | 0.1 | 0.1848 | 5.627 | 0.1 | 0.187 | 0.6628 | 1.854 |
| $f_{5}$ | 0.2899 | 0.3853 | 0.2802 | 0.4432 | 0.353 | 0.2547 | 0.2058 | 0.4459 |
| $f_{6}$ | 0.08977 | 0.2525 | 0.03518 | 0.08095 | 1.744 | 0.0169 | 0.09316 | 0.2516 |
| $t_{5}$ | 0.2518 | 1.103 | 1.484 | 0.6334 | 3.107 | 6.618 | 0.5109 | 0.1847 |
| $t_{6}$ | 0.112 | 0.5891 | 0.6062 | 1.099 | 2.985 | 1.76 | 0.2073 | 0.9535 |
| $t_{7}$ | 3.772 | 0.2317 | 13.31 | 0.1221 | 0.2228 | 0.3602 | 0.6104 | 3.268 |
| $t_{8}$ | 28.34 | 0.1472 | 1.198 | 3.449 | 0.1286 | 0.5261 | 0.1402 | 2.619 |
| $t_{9}$ | 2.543 | 0.8543 | 1.947 | 0.9492 | 0.1006 | 1.171 | 3.011 | 3.302 |
| $m_{1}$ | 0.6127 | 0.996 | 0.7966 | 0.6529 | 0.4437 | 0.6407 | 0.5032 | 0.7201 |
| $m_{3}$ | 0.6154 | 0.5889 | 0.472 | 0.6059 | 0.5981 | 0.5305 | 0.3759 | 0.4505 |
| $m_{4}$ | 0.4322 | 0.3761 | 0.4737 | 0.5013 | 0.5489 | 0.5424 | 0.4513 | 0.5409 |
| $m_{5}$ | 1.869 | 2.3 | 0.5026 | 0.9276 | 0.8059 | 0.6966 | 0.5001 | 0.961 |
| $m_{6}$ | 0.451 | 0.0133 | 0.1935 | 0.05858 | 2.764 | 0.03575 | 0.01039 | 0.01 |
| $m_{7}$ | 1.277 | 0.6487 | 0.6006 | 0.6056 | 0.6031 | 0.7777 | 0.7167 | 0.6031 |
| $m_{8}$ | 0.1 | 5.437 | 3.417 | 5.527 | 2.369 | 2.336 | 4.77 | 0.5255 |
| $m_{9}$ | 0.1886 | 0.1225 | 0.3288 | 0.2881 | 0.07189 | 0.1356 | 0.01001 | 0.03257 |
| $m_{10}$ | 0.01001 | 0.01001 | 0.01 | 0.01087 | 0.2276 | 0.01072 | 3.854 | 0.2368 |
| $m_{11}$ | 0.7611 | 0.6771 | 0.6066 | 0.7547 | 1.042 | 1.191 | 0.5066 | 0.8838 |
| $m_{12}$ | 2.57 | 1.988 | 2.987 | 2.085 | 1.146 | 2.72 | 1.726 | 1.597 |
| $m_{13}$ | 0.6654 | 0.376 | 0.6748 | 0.2103 | 0.3006 | 0.6107 | 0.2658 | 0.2214 |
| $m_{14}$ | 0.5015 | 4.916 | 0.5044 | 3.482 | 0.5081 | 0.5002 | 0.6408 | 0.5017 |


| Parameter | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $m_{15}$ | 0.1791 | 0.09303 | 0.1774 | 0.2039 | 0.241 | 0.2177 | 0.2261 | 0.1897 |
| $m_{16}$ | 0.5383 | 0.5828 | 0.4082 | 0.6494 | 2.579 | 2.917 | 1.366 | 0.2781 |
| $m_{17}$ | 0.07499 | 0.04744 | 0.108 | 0.1645 | 0.1993 | 0.1999 | 0.07084 | 0.1023 |
| $m_{18}$ | 4.505 | 2.426 | 1.549 | 2.13 | 2.219 | 1.41 | 1.211 | 1.192 |
| $m_{22}$ | 0.3007 | 0.3012 | 0.3003 | 0.3006 | 0.3002 | 2.409 | 0.3835 | 0.4269 |
| $m_{23}$ | 0.08544 | 0.1764 | 0.09547 | 0.1197 | 0.0651 | 0.03943 | 0.08041 | 0.07392 |
| $m_{24}$ | 1.5 | 2.848 | 4.21 | 1.874 | 2.577 | 5.882 | 1.152 | 7.667 |
| $m_{25}$ | 0.6526 | 0.4176 | 0.2553 | 0.4625 | 0.08625 | 0.3877 | 0.1015 | 0.0686 |
| $m_{26}$ | 1.032 | 1.57 | 0.7937 | 0.8424 | 1.04 | 0.3001 | 0.7549 | 0.6028 |
| $m_{28}$ | 0.0382 | 0.02757 | 0.02349 | 0.4466 | 7.57 | 8.143 | 9.986 | 1.737 |
| $m_{29}$ | 0.01001 | 0.01 | 0.01 | 0.05984 | 0.168 | 0.01032 | 0.01 | 0.03227 |
| $m_{30}$ | 4.949 | 5.491 | 3.84 | 5.204 | 7.242 | 1.795 | 9.875 | 3.856 |
| $m_{32}$ | 9.998 | 5.681 | 6.275 | 8.609 | 6.993 | 3.588 | 9.996 | 5.083 |
| $m_{34}$ | 0.1561 | 0.1115 | 0.2087 | 0.8513 | 0.2252 | 0.1086 | 0.1061 | 0.1566 |
| $m_{35}$ | 0.9413 | 0.9188 | 1.184 | 6.928 | 6.751 | 1.56 | 0.7253 | 5.421 |
| $m_{36}$ | 0.506 | 0.5711 | 0.5108 | 0.5072 | 0.502 | 9.773 | 0.5003 | 0.5017 |
| $m_{37}$ | 0.01001 | 0.9391 | 0.03945 | 0.01014 | 0.6989 | 2.776 | 0.03128 | 0.01007 |
| $m_{38}$ | 1.774 | 7.975 | 0.07585 | 25.38 | 9.964 | 44.21 | 0.2389 | 0.1916 |
| $m_{39}$ | 0.2001 | 0.216 | 0.2012 | 0.2854 | 0.2021 | 1.619 | 0.202 | 0.447 |
| $m_{42}$ | 0.9229 | 0.3759 | 0.2279 | 0.456 | 0.1023 | 0.09626 | 0.3508 | 0.3184 |
| $m_{43}$ | 1.139 | 0.5214 | 0.03266 | 0.05359 | 0.07754 | 0.06792 | 0.02179 | 0.001505 |
| $m_{44}$ | 0.6769 | 0.3577 | 0.4285 | 1.443 | 4.363 | 0.3769 | 0.4726 | 0.4493 |
| $m_{45}$ | 0.8039 | 0.7944 | 9.998 | 1.633 | 5.051 | 0.8805 | 6.154 | 8.512 |
| $m_{46}$ | 5.273 | 0.7541 | 0.9665 | 0.8438 | 0.7331 | 0.5034 | 0.7004 | 2.599 |
| $m_{47}$ | 0.2466 | 0.1293 | 0.1668 | 0.1838 | 0.2269 | 0.1458 | 0.2496 | 0.2389 |
| $p_{11}$ | 1.912 | 1.78 | 0.6623 | 0.684 | 3.208 | 0.4549 | 1.356 | 1.939 |
| $p_{16}$ | 0.1211 | 0.4024 | 0.1647 | 0.2261 | 0.1254 | 0.3022 | 0.1949 | 0.1181 |
| $p_{23}$ | 1.011 | 1.461 | 3.951 | 14.66 | 5.237 | 29.92 | 11.17 | 29.93 |
| $p_{25}$ | 1.003 | 1.111 | 1.004 | 1.213 | 4.415 | 4.268 | 4.768 | 1.017 |
| $p_{28}$ | 1.061 | 2.13 | 1.187 | 1.622 | 8.092 | 1.104 | 1.66 | 3.725 |
| $p_{29}$ | 10.18 | 25.2 | 5.827 | 23.91 | 3.122 | 19.15 | 3.93 | 5.9 |
| $q_{1}$ | 0.2607 | 0.1217 | 0.5518 | 0.3 | 0.9744 | 1.543 | 1.358 | 0.5445 |
| $q_{3}$ | 0.4659 | 0.2873 | 0.312 | 1.13 | 1.225 | 1.666 | 9.682 | 2.453 |
|  |  |  |  |  |  |  | 0.4 | 0 |

Table 3. The eight best parameter sets. The values of the parameters after optimization with parallel tempering from random initial starting points in parameter space, as described in Methods.

| Parameter | Value |
| :--- | :--- |
| $m_{19}$ | 0.2 |
| $m_{20}$ | 1.8 |
| $m_{21}$ | 0.1 |
| $m_{27}$ | 0.1 |
| $m_{31}$ | 0.3 |
| $m_{33}$ | 13 |
| $n_{5}$ | 0.23 |
| $n_{6}$ | 20 |
| $n_{14}$ | 0.1 |
| $p_{6}$ | 0.6 |
| $p_{7}$ | 0.3 |
| $p_{10}$ | 0.2 |
| $p_{12}$ | 8 |
| $p_{13}$ | 0.7 |
| $p_{14}$ | 0.3 |
| $p_{15}$ | 3 |

Table 4. Constant parameters. These parameters control $c_{P}$, COP1, ZTL and the ZTL-GI complex, and were not included in the optimization process. Instead, they were taken from P2012 ( $c_{P}$ and COP1) or fitted manually (ZTL and ZTL-GI).
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