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**Phenotypic signatures arising from unbalanced bacterial growth**
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**Analysis of bacteriophage lambda data (Figure 4)**

The bacteriophage lambda data was obtained from a previous publication [[1](#_ENREF_1)]. For the clustering analysis, we first concatenated growth curves without bacteriophage lambdaand with bacteriophage lambda infection. Next, we performed the same clustering analysis as above to separate the strains.

**Swarm algorithm (Figure 5)**

To generate our swarm algorithm, we modified an algorithm that was developed previously [[2](#_ENREF_2)]. The algorithm includes the following steps.

1. User Input: *N* equation components, parameter ranges, time series data, number of objective functions
2. Transform the time series data to time-frequency domains *Win* by wavelet transform
3. Initialize *P* population, each with a random subset of the equation components
4. Initialize *Q* individuals within each population. Each individual has a distinct parameter set
5. For each population and each objective function
6. Compute wavelet coefficients of all individuals, *W*
7. Compute differences *E* between *W* and *Win* at a specific frequency
8. Select a leader *L1* who has the smallest *E*
9. Cross each individual with *L1* to make (*Q*-1) new individuals
10. Repeat step (5) for *A* number of individual evolutions
11. Select the top *B* leaders *L2* who have the smallest *E* among the populations
12. Cross each population with leaders from the set *L2* to make (*P*-*B*) new populations
13. Stop if termination criteria is satisfied
14. )Proceed to step (5)

In step (2), we transformed the time series by using a continuous wavelet transform with a gaus4 wavelet. In step (3), each population had an equal probability of selecting a specific equation component. We also imposed a constraint that nutrient was consumed for growth, hence could only decrease in simulations. In step (8), each population had 0.25 probability of inheriting equation components from two parents, 0.25 probability of inheriting all but one equation components from one parent, 0.25 probability to add one equation component to the equation components of one parent, and 0.25 probability of creating a new set of equation components. We simulated an evolution by using 100 populations, 20 individuals, 20 individual evolutions, and 50 population evolutions.

**Multiplex data (Figure S3)**

We measured bacterial growth under different temperatures, different nutrient concentrations, or different metabolic burdens caused by the presence or absence of a plasmid (Figure S3 & Table S3). Next, we concatenated growth curves of each bacterial strain into one time series (Figure S3C) that was used for strain identification. Indeed, multiplexing of the perturbation results improved strain identification. A dendrogram shows the separation distance of two bacterial strains in the wavelet feature space (Figure S3D). With the multiplex data, the separation distance between the two groups of data is longer than that of the single data. This result suggests that with the multiplexed data, the MG1655z1 and BL21Pro strains could be separated more distinctly as compared with classification based on just the control growth data.

**Analysis of *rpoH* functional consensus sequences (Figure S4B & C)**

Previous studies have indicated that variations in the -35 and -10 sequences in the promoter region may affect transcription rate [[3](#_ENREF_3)] and the binding efficiency of regulatory proteins [[4](#_ENREF_4)]. To corroborate our analysis in Figure S4B, we examined if the -35 and -10 sequences of the promoters clustered closely to *rpoH* were more similar to the functional consensus sequence [[5](#_ENREF_5)] than those that clustered farther away from *rpoH*. We selected ten genes that clustered close to *rpoH* and ten genes that were farthest from *rpoH*. To complement this analysis, we also examined the -10 and -35 sequences of RpoH-regulated promoters identified in a previous ChIP-on-chip study [[6](#_ENREF_6)]. We used Weblogo to align the functional consensus sequences of genes that had the highest ChIP-on-chip scores (*dnaK, yciS, ybbN, ycjX,, rlmE, ybeZ, htpX, fxsA, hslV, clpP, ybeD, gapA*) and the lowest ChIP-on-chip scores (*glnS, hotC, hepA, yafD, idhA, yhdN, ydhQ, rpoD, sdaA, grpE, yghJ, ibpA, yceP, topA*).

We observed that promoters that clustered together with *rpoH* (our analysis) and those with high ChIP-on-chip scores [[6](#_ENREF_6)] had high consensus to that of the functional sequence. In contrast, promoters that clustered farther away from *rpoH* (our analysis) and those with low ChIP-on-chip scores had sequences that were dissimilar from the functional sequence. We note that this trend is more evident when comparing the -10 sequences. Therefore, our computational framework is capable of identifying promoters with sequences that are more similar to the functional consensus sequence. Our framework may serve as an alternative tool for ChIP-on-chip studies or serve as a less expensive, less labor intensive tool for analysis of gene regulation (Figure S4C).

**Plasmid construction**

The p15aTetCFP plasmid (p15a origin, kanamycin resistant) was constructed by inserting a polymerase chain reaction (PCR)-amplified CFP from the pCFPT7 plasmid into a pINV4 vector (Ron Weiss) downstream of the *PTet* promoter [[7](#_ENREF_7)].
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